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#### Abstract

Compressive Sampling (CS) describes a method for reconstructing high-dimensional sparse signals from a small number of linear measurements. Fundamental to the success of CS is the existence of special measurement matrices which satisfy the so-called Restricted Isometry Property (RIP). In essence, a matrix satisfying RIP is such that the lengths of all sufficiently sparse vectors are approximately preserved under transformation by the matrix. In this paper we describe a natural consequence of this property - if a matrix satisfies RIP, then acute angles between sparse vectors are also approximately preserved. We formulate this property as a Generalized Restricted Isometry Property (GRIP) and describe one application in robust signal detection.


## Index Terms

Restricted isometry property, compressive sampling

## I. INTRODUCTION

The problem of extracting essential information from a large data set is a fundamental goal in many applications. For example, natural images are often highly compressible, in the sense that a few discrete cosine transform (DCT) coefficients or wavelet coefficients are sufficient to capture most of the salient information in the signal. Indeed, the application of these ideas leads to effective image coding standards, such as JPEG and JPEG2000.

Despite the efficiency of representation that these methods provide, a fundamental limitation is that all of the data (for example, pixels, in the case of images) must be acquired before the compression can be performed, after which time the data are described by a relatively small number of transform coefficients. A natural question arises: for general signals is it possible to streamline the sampling process by directly measuring only the relevant coefficients? This question was posed in [1], and answered in various contexts in a variety of works (see, for example, [1]-[5]), giving rise to the theory of Compressive Sampling.

Compressive Sampling (CS), also known as Compressed Sensing, is a generalization of conventional pointsampling where observations are inner products between an unknown signal and a set of user-defined test vectors. Recent theoretical results show that, for certain ensembles of test vectors, CS projections provide an effective method of encoding the salient information in any sparse (or nearly sparse) signal. Further, these projection samples can be
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used to obtain a consistent estimate of the unknown signal even in the presence of noise [1]-[5]. These results are remarkable because the number of samples required for low-distortion reconstruction is on the order of the number of relevant signal coefficients, which is often far fewer than the ambient dimension in which the signal is observed. This huge reduction in sampling makes CS a practical and viable option in many resource constrained applications.

One popular and computationally feasible reconstruction approach is $\ell_{1}$-constrained minimization, proposed and analyzed in [1]-[3]. Consider a vector of observations $\boldsymbol{y} \in \mathbb{R}^{k}$ described by $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{x}$ where $\boldsymbol{x} \in \mathbb{R}^{n}$ is the original signal and $\boldsymbol{A}$ is a $k \times n$ observation matrix where $k \ll n$. Under certain conditions on the matrix $\boldsymbol{A}$ and the class of "recoverable" signals $\boldsymbol{x}$ (described below), the original signal can be reconstructed exactly as the unique solution of

$$
\begin{equation*}
\arg \min _{\boldsymbol{v}}\|\boldsymbol{v}\|_{1} \text { subject to } \boldsymbol{y}=\boldsymbol{A} \boldsymbol{v} \tag{1}
\end{equation*}
$$

where $\|\boldsymbol{v}\|_{\ell_{1}} \triangleq \sum_{i=1}^{n}|v(i)|$ describes the vector $\ell_{1}$-norm. In other words, of all of the length- $n$ vectors that agree with the $k$-dimensional vector of observations, the actual signal is the one having minimum $\ell_{1}$-norm.

Before describing the conditions under which CS succeeds, it will be helpful to fix notation and provide several definitions that will help clarify the presentation in the sequel. For a vector $\boldsymbol{v}=[v(1) v(2) \ldots v(n)]^{T} \in \mathbb{R}^{n}$, we let $\|\boldsymbol{v}\|^{2} \triangleq \sum_{i=1}^{n} v^{2}(i)$ denote the (squared) Euclidean $\ell_{2}$-norm. For $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathbb{R}^{n}$, we define the inner product by $\left\langle\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right\rangle \triangleq \sum_{i=1}^{n} v_{1}(i) v_{2}(i)$. The span of two vectors $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ is defined as $\operatorname{span}\left\{\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right\} \triangleq\left\{\boldsymbol{v} \in \mathbb{R}^{n}\right.$ : $\left.\boldsymbol{v}=a \boldsymbol{v}_{1}+b \boldsymbol{v}_{2}, a, b \in \mathbb{R}\right\}$. Geometrically, the span of two non-parallel (non-zero) vectors in $\mathbb{R}^{n}(n \geq 2)$ is a plane, and we may rewrite the inner product in terms of the planar angle $\alpha$ separating the vectors as $\left\langle\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right\rangle=$ $\left\|\boldsymbol{v}_{1}\right\| \cdot\left\|\boldsymbol{v}_{2}\right\| \cos (\alpha)$. We will use the notation $\widehat{\boldsymbol{v}}$ for the unit vector in the direction of $\boldsymbol{v}$, given by $\boldsymbol{v} /\|\boldsymbol{v}\|$. In what follows we will at times be working with the subclass of sparse vectors. Formally, we let $T \subset\{1,2, \ldots, n\}$ and define $\mathcal{V}_{T}=\left\{\boldsymbol{v} \in \mathbb{R}^{n}: v(i)=0 \forall i \in T^{c}\right\}$ to be the set of all vectors having at most $|T|$ nonzero entries, where the index of any nonzero entry must be contained in the set $T$. We say that such vectors are supported on $T$, and that any vector $\boldsymbol{v} \in \mathcal{V}_{T}$ is $|T|$-sparse.

We are now in a position to quantify the conditions under which the $\ell_{1}$-minimization approach in (1) yields the correct reconstruction. The main enabling property is known as the Restricted Isometry Property (RIP) [3]. Matrices $\boldsymbol{A}$ satisfy RIP if

$$
\begin{equation*}
\left(1-\epsilon_{m}\right)\|\boldsymbol{x}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{x}\|^{2} \leq\left(1+\epsilon_{m}\right)\|\boldsymbol{x}\|^{2} \tag{2}
\end{equation*}
$$

holds simultaneously for all $m$-sparse vectors $\boldsymbol{x}$, for some $\epsilon_{m} \in(0,1) .{ }^{1}$
A typical CS result that leverages RIP is the following. Consider the problem of recovering an unknown $m$-sparse vector $\boldsymbol{x} \in \mathbb{R}^{n}$ using the $k$-dimensional observation vector $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{x}$, where $m<k \ll n$. When the $k \times n$ sampling matrix $\boldsymbol{A}$ satisfies RIP conditions such that $\epsilon_{m}+\epsilon_{2 m}+\epsilon_{3 m}<1$, the solution to (1) is unique and equal to $\boldsymbol{x}$ [6].
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$$
\begin{equation*}
\left(1-\epsilon_{m}\right) C\|\boldsymbol{x}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{x}\|^{2} \leq\left(1+\epsilon_{m}\right) C\|\boldsymbol{x}\|^{2} . \tag{3}
\end{equation*}
$$

\]

To understand the condition $\epsilon_{m}+\epsilon_{2 m}+\epsilon_{3 m}<1$, consider the following scenarios. Suppose that for some observation matrix $\boldsymbol{A}$ there is a nonzero $m$-sparse signal $\boldsymbol{x}$ such that the observations $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{x}=\boldsymbol{0}$. One could not possibly hope to recover $\boldsymbol{x}$ in this setting, since the observations do not provide any information about the signal. The condition $\epsilon_{m}<1$ prevents this ambiguity. Another similar problem might arise if two distinct $m$-sparse signals, say $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$, (which may not be supported on the same set) are mapped to the same compressed data (i.e., $\boldsymbol{A} \boldsymbol{x}=\boldsymbol{A} \boldsymbol{x}^{\prime}$ ). The condition $\epsilon_{2 m}<1$ is sufficient to prevent this. Overall, the condition $\epsilon_{m}+\epsilon_{2 m}+\epsilon_{3 m}<1$ is only slightly stronger than the conditions described here, and can be thought of as preventing such ambiguities.

Prior works have verified that RIP holds with high probability for sampling matrices $\boldsymbol{A}$ whose entries are independent and identically distributed (i.i.d.) realizations of certain random variables provided the number of rows of the matrix is large enough [1]-[3], [7]. For example, let $\epsilon_{m} \in(0,1)$ be fixed. Then, a matrix whose entries are generated as i.i.d. realizations of $\mathcal{N}(0,1 / k)$ random variables satisfies

$$
\begin{equation*}
\operatorname{Prob}(R I P) \geq 1-e^{-c_{0} k+m \log (e n / m)+m \log \left(12 / \epsilon_{m}\right)+\log (2)} \tag{4}
\end{equation*}
$$

where $c_{0}=c_{0}\left(\epsilon_{m}\right)=\epsilon_{m}^{2} / 16-\epsilon_{m}^{3} / 48$ [7]. This implies, for example, that if $c_{0} k \geq m \log (e n / m)+m \log \left(12 / \epsilon_{m}\right)+$ $\log (2)$, then the probability of RIP not being satisfied is less than 1 , and can be made arbitrarily small by increasing the number of rows in the sampling matrix, $k$.

## II. Main Results

In addition to the preservation of $\ell_{2}$-norm, matrices that satisfy RIP (with sufficiently small $\epsilon$ ) also approximately preserve angles between sparse vectors. This result is stated here as a theorem.

Theorem 1 Suppose a matrix A satisfies RIP for $m$-sparse vectors with $\epsilon_{m} \in[0,1 / 3]$. Then, for any vectors having sparsity at most $m$, supported on the same set of indices and separated by an angle $\alpha \in[0, \pi / 2]$, the angle $\alpha_{p}$ between the projected vectors obeys the bound

$$
\begin{equation*}
\left(1-\sqrt{3 \epsilon_{m}}\right) \alpha \leq \alpha_{p} \leq\left(1+3 \epsilon_{m}\right) \alpha \tag{5}
\end{equation*}
$$

Remark 1 A slight weakening of the angular upper bound yields the symmetric statement

$$
\begin{equation*}
(1-\sqrt{3 \epsilon}) \alpha \leq \alpha_{p} \leq(1+\sqrt{3 \epsilon}) \alpha \tag{6}
\end{equation*}
$$

which follows from the fact that $x \leq \sqrt{x}$ for $x \in[0,1]$. All corollaries can be obtained using this weaker bound as well.

Taking this result in conjunction with the RIP condition yields the Generalized Restricted Isometry Property (GRIP).

Corollary 1 (GRIP) Under the conditions of Theorem 1 the projected inner product between two sparse vectors $\boldsymbol{x}$ and $\boldsymbol{y}$, supported on the same set and separated by an acute angle $\alpha$, satisfies

$$
\begin{equation*}
(1-\epsilon)\|\boldsymbol{x}\| \cdot\|\boldsymbol{y}\| \cos \left[\left(1+3 \epsilon_{m}\right) \alpha\right] \leq\langle\boldsymbol{A} \boldsymbol{x}, \boldsymbol{A} \boldsymbol{y}\rangle \leq(1+\epsilon)\|\boldsymbol{x}\| \cdot\|\boldsymbol{y}\| \cos \left[\left(1-\sqrt{3 \epsilon_{m}}\right) \alpha\right] \tag{7}
\end{equation*}
$$

This is a simple consequence of the fact that the function $\cos (x)$ function is monotone decreasing when $x \in$ $[0, \pi / 2]$. Applying the definition of the inner product (and using the length preservation assumptions) yields the result.

The main results are a direct consequence of the following lemma, which first appeared in [8].

Lemma 1 Consider two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}(n \geq 2)$ separated by an angle $\alpha \in[0, \pi / 2]$. In addition, consider three additional "supporting" vectors $s_{1}, s_{2}, s_{3}$ chosen so that $s_{1}$ completes the triangle formed by $\boldsymbol{x}$ and its projection onto $\boldsymbol{y}, s_{2}$ is the hypotenuse of the right-angle isosceles triangle formed by $s_{1}$ and $\left\|s_{1}\right\| \widehat{\boldsymbol{y}}$, and $s_{3}$ is the third side of an isosceles triangle having sides $\boldsymbol{x}$ and $\|\boldsymbol{x}\| \widehat{\boldsymbol{y}}$. A typical such construct is depicted in Fig. 1. Suppose that under projection by the matrix $\boldsymbol{A}$, for each vector $\boldsymbol{v} \in\left\{\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{s}_{1}, \boldsymbol{s}_{2}, \boldsymbol{s}_{3}\right\}$

$$
\begin{equation*}
(1-\epsilon) C\|\boldsymbol{v}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{v}\|^{2} \leq(1+\epsilon) C\|\boldsymbol{v}\|^{2} \tag{8}
\end{equation*}
$$

for some $C>0$ that, in general, will depend on the dimensions of $\boldsymbol{A}$. Then, whenever $\epsilon \in[0,1 / 3]$, the angle $\alpha_{p}$ between the projected vectors $\boldsymbol{A x}$ and $\boldsymbol{A y}$ satisfies

$$
\begin{equation*}
(1-\sqrt{3 \epsilon}) \alpha \leq \alpha_{p} \leq(1+3 \epsilon) \alpha \tag{9}
\end{equation*}
$$



Fig. 1. Two vectors separated by an acute angle, shown with three additional "supporting" vectors.

The innovation in this paper is that the supporting vectors are themselves sparse, so RIP actually implies the conditions of Lemma 1. This idea, while obvious, is formalized here as a lemma.

Lemma 2 All vectors in the span of two non-parallel sparse vectors supported on a set $T$ are themselves sparse and supported on the same set.

Proof: We prove the lemma by contradiction. Let $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ be any two non-parallel sparse vectors supported on a set $T$. If the claim is false, then there exists some vector $\boldsymbol{v}^{*} \in \operatorname{span}\left\{\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right\}$ having at least one nonzero entry at an index not contained in $T$. In other words, for some $i \in T^{c}, v(i) \neq 0$. But, by linearity of vector addition, this implies that either $v(i) \neq 0$ or $v(i) \neq 0$, or both. This contradicts the assumption that $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ are both supported on $T$, and the claim is established.

Several prior works consider the approximation of an inner product between two high-dimensional vectors by its low-dimensional projected surrogate. In the context of kernel methods, the bounds

$$
\begin{equation*}
\langle\boldsymbol{x}, \boldsymbol{y}\rangle-\epsilon\left(\|\boldsymbol{x}\|^{2}+\|\boldsymbol{y}\|^{2}\right) \leq\langle\boldsymbol{A} \boldsymbol{x}, \boldsymbol{A} \boldsymbol{y}\rangle \leq\langle\boldsymbol{x}, \boldsymbol{y}\rangle+\epsilon\left(\|\boldsymbol{x}\|^{2}+\|\boldsymbol{y}\|^{2}\right) \tag{10}
\end{equation*}
$$

were shown to hold for any two arbitrary vectors $\boldsymbol{x}$ and $\boldsymbol{y}$ with high probability when the elements of $\boldsymbol{A}$ are i.i.d. realizations of $\pm 1 / \sqrt{k}$ random variables, and the number of observations $k$ is "large enough" [9]. Similar bounds were derived later in [10]. In that work, it is shown that

$$
\begin{equation*}
\langle\boldsymbol{x}, \boldsymbol{y}\rangle-2 \epsilon\|\boldsymbol{x}\|^{2}\|\boldsymbol{y}\|^{2} \leq\langle\boldsymbol{A} \boldsymbol{x}, \boldsymbol{A} \boldsymbol{y}\rangle \leq\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2 \epsilon\|\boldsymbol{x}\|^{2}\|\boldsymbol{y}\|^{2} . \tag{11}
\end{equation*}
$$

While either of these results could be used to obtain essentially the same results in the example in Sec. IV, it is interesting to note that these existing bounds give less control over the projected angle. Fig. 2 shows the upper and lower bounds of (5) on the projected angle, as well as the bounds implied by (11) for several values of $\epsilon$.


Fig. 2. Comparison of the angular bounds in (5), shown with solid lines, and (11), shown with dashed lines for varying values of $\epsilon$. The bounds given by (5) do not depend on the lengths of the original vectors, but the bounds in (11) do - for this comparison, we let $\|\boldsymbol{x}\|=1$ and $\|\boldsymbol{y}\|=2$.

The remainder of this report is organized as follows. Using the essential ideas from [8], a proof of Lemma 1 is given in Section III. In Section IV, a brief introduction to signal detection preliminaries is provided, and an application of GRIP in the context of robust signal detection is described. Detailed derivations used in the proofs are established as lemmata in the Appendix.

## III. Proofs of Main Results

## A. Main Result

Let $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}(n \geq 2)$ denote two vectors separated by an angle $\alpha \in[0, \pi / 2]$. In addition, three "supporting" vectors $s_{1}, s_{2}, s_{3}$ are chosen so that $s_{1}$ completes the triangle formed by $\boldsymbol{x}$ and its projection onto $\boldsymbol{y}, \boldsymbol{s}_{2}$ is the
hypotenuse of the right-angle isosceles triangle formed by $s_{1}$ and $\left\|s_{1}\right\| \widehat{\boldsymbol{y}}$, and $s_{3}$ is the third side of an isosceles triangle having sides $\boldsymbol{x}$ and $\|\boldsymbol{x}\| \widehat{\boldsymbol{y}}$. (See Fig. 1) Suppose that under projection by the matrix $\boldsymbol{A}$, for each vector $\boldsymbol{v} \in\left\{\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{s}_{1}, \boldsymbol{s}_{2}, \boldsymbol{s}_{3}\right\}$

$$
\begin{equation*}
(1-\epsilon) C\|\boldsymbol{v}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{v}\|^{2} \leq(1+\epsilon) C\|\boldsymbol{v}\|^{2} \tag{12}
\end{equation*}
$$

for some $C>0$ and $\epsilon \leq 1 / 3$.
The goal is to establish the angular bounds

$$
\begin{equation*}
(1-\sqrt{3 \epsilon}) \alpha \leq \alpha_{p} \leq(1+3 \epsilon) \alpha \tag{13}
\end{equation*}
$$

We first establish the angular lower bound, making use of the following lemma.

Lemma 3 Consider a right angle isosceles triangle with sides of length $h$ and hypotenuse of length $\sqrt{2} h$ (denoted by the vectors $s_{1}, s_{1}^{\prime}$, and $s_{2}$, respectively, in Fig. 3). Let $\boldsymbol{A}$ be a linear transformation such that for each vector $s \in\left\{s_{1}, s_{1}^{\prime}, s_{2}\right\}$,

$$
\begin{equation*}
(1-\epsilon) C\|\boldsymbol{s}\|^{2} \leq\|\boldsymbol{A} \boldsymbol{s}\|^{2} \leq(1+\epsilon) C\|\boldsymbol{s}\|^{2} \tag{14}
\end{equation*}
$$

holds simultaneously for some $\epsilon \in[0,1 / 3]$. Then the images of the perpendicular vectors $s_{1}$ and $s_{1}^{\prime}$ satisfy

$$
\begin{equation*}
\left|\left\langle\boldsymbol{A} \boldsymbol{s}_{1}, \boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\rangle\right| \leq 2 \epsilon C h^{2} \tag{15}
\end{equation*}
$$

and the height $h_{p}$ of the projected triangle satisfies

$$
\begin{equation*}
\left(1-\epsilon-\frac{4 \epsilon^{2}}{1-\epsilon}\right) C h^{2} \leq h_{p}^{2} \leq(1+\epsilon) C h^{2} \tag{16}
\end{equation*}
$$

The first statement says that perpendicular vectors remain nearly perpendicular under transformation by $\boldsymbol{A}$. This result was shown independently (in various contexts) in [6], [8], [9]. The second statement says that the height of the projected triangle is approximately preserved as well, and will provide the key to establishing the angular lower bound. The proof presented here is essentially due to Magen.


Fig. 3. The right angle isosceles triangle described in Lemma 3.

Proof: The first statement of the lemma makes use of the Law of Cosines, which states that

$$
\begin{equation*}
\left\|\boldsymbol{A} \boldsymbol{s}_{2}\right\|^{2}=\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\|^{2}+\left\|\boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\|^{2}-2\left\langle\boldsymbol{A} \boldsymbol{s}_{1}, \boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\rangle \tag{17}
\end{equation*}
$$

implying

$$
\begin{equation*}
\left|\left\langle\boldsymbol{A} \boldsymbol{s}_{1}, \boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\rangle\right| \leq \max \left\{\frac{\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\|^{2}+\left\|\boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\|^{2}-\left\|\boldsymbol{A} \boldsymbol{s}_{2}\right\|^{2}}{2}\right\} \tag{18}
\end{equation*}
$$

where the maximum is taken over the restrictions on the lengths of the projected sides, as given in (14). Because the objective to be maximized is monotone in each term, the maximum must occur when each terms takes one of its two possible extreme values. Further, the objective is symmetric in the terms $\left\|A s_{1}\right\|$ and $\left\|A s_{2}\right\|$, so it suffices to set those terms to be equal and test only four combinations. The maximum is found to occur when $\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\|^{2}=\left\|\boldsymbol{A} \boldsymbol{s}_{2}\right\|^{2}=(1-\epsilon) C h^{2}$ and $\left\|\boldsymbol{A} \boldsymbol{s}_{3}\right\|^{2}=(1+\epsilon) 2 C h^{2}$, yielding the stated bound.

To establish the second claim, we first let $\alpha_{p}$ denote the angle between the projected vectors. Proceeding as above, we find

$$
\begin{equation*}
\left|\cos \alpha_{p}\right|=\left|\frac{\left\langle\boldsymbol{A} \boldsymbol{s}_{1}, \boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\rangle}{2\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\| \cdot\left\|\boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\|}\right| \leq \max \left\{\frac{\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\|^{2}+\left\|\boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\|^{2}-\left\|\boldsymbol{A} \boldsymbol{s}_{2}\right\|^{2}}{2\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\| \cdot\left\|\boldsymbol{A} \boldsymbol{s}_{1}^{\prime}\right\|}\right\}=\frac{2 \epsilon}{1-\epsilon} \tag{19}
\end{equation*}
$$

where the condition $\epsilon \in[0,1 / 3]$ ensures that $2 \epsilon /(1-\epsilon) \leq 1$. Since $\sin \alpha=\sin (\pi-\alpha)$ whenever $\alpha \in[0, \pi]$, the height of the projected triangle satisfies $h_{p}^{2}=\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\|^{2} \sin ^{2} \alpha_{p}$. The stated bound follows by considering worst-case expansions and contractions of $\left\|\boldsymbol{A} \boldsymbol{s}_{1}\right\|^{2}$, along with the implied bounds on $\sin ^{2} \alpha_{p}=1-\cos ^{2} \alpha_{p}$.

Now, since $\boldsymbol{A}$ is a linear transformation, the relative length preservation of $\boldsymbol{y}$ implies the relative length preservation of $s_{1}^{\prime}$ since they are parallel vectors. As such, the assumptions of the lemma are verified in our setting. Refer again to Fig. 3 and notice that $\sin (\alpha)=\left\|\boldsymbol{s}_{1}\right\| /\|\boldsymbol{x}\|=h /\|\boldsymbol{x}\|$ by definition. Further, the projected angle satisfies $\sin \left(\alpha_{p}\right)=h_{p} /\|\boldsymbol{A} \boldsymbol{x}\|$. Along with the above lemma which provides bounds on $h_{p}$, as well as the relative length preservation assumptions, this implies

$$
\begin{equation*}
\sqrt{\frac{1-3 \epsilon}{1-\epsilon}} \leq \frac{\sin \left(\alpha_{p}\right)}{\sin (\alpha)} \leq \sqrt{\frac{1+\epsilon}{1-\epsilon}} \tag{20}
\end{equation*}
$$

Notice that the lower bound is less or equal to 1 and the upper bound is greater or equal to 1 whenever $\epsilon \in[0,1 / 3]$.
First consider the lower bound. We can write

$$
\begin{equation*}
\sqrt{\frac{1-3 \epsilon}{1-\epsilon}} \sin (\alpha) \leq \sin \left(\alpha_{p}\right) \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
\sin ^{-1}\left(\sqrt{\frac{1-3 \epsilon}{1-\epsilon}} \sin (\alpha)\right) \leq \alpha_{p} \tag{22}
\end{equation*}
$$

which is well defined whenever $\alpha \in[0, \pi / 2]$. To establish lower bounds that are linear in $\alpha$, we note that the lower bound is a concave function of $\alpha$ over the domain $\alpha \in[0, \pi / 2]$ and for $\epsilon \in[0,1 / 3]$ (see Appendix), so it can be lower bounded by a line between any two points. Specifically, for a fixed $\epsilon$, the worst-case lower bound is the line connecting the point 0 (achieved when $\alpha=0$ ) to the point $\sin ^{-1}(\sqrt{(1-3 \epsilon) /(1-\epsilon)})$ (achieved when $\alpha=\pi / 2$ ) to obtain

$$
\begin{equation*}
\frac{2}{\pi} \sin ^{-1}\left(\sqrt{\frac{1-3 \epsilon}{1-\epsilon}}\right) \alpha \leq \sin ^{-1}\left(\sqrt{\frac{1-3 \epsilon}{1-\epsilon}} \sin (\alpha)\right) \tag{23}
\end{equation*}
$$

Unfortunately,

$$
\begin{equation*}
\sin ^{-1}\left(\sqrt{\frac{1-3 \epsilon}{1-\epsilon}}\right) \tag{24}
\end{equation*}
$$

is not a concave (or convex) function of $\epsilon$, so we must employ a different bounding technique. We claim

$$
\begin{equation*}
1-\sqrt{3 \epsilon} \leq \frac{2}{\pi} \sin ^{-1}\left(\sqrt{\frac{1-3 \epsilon}{1-\epsilon}}\right) \tag{25}
\end{equation*}
$$

To verify this, note that an equivalent statement is

$$
\begin{equation*}
\cos \left(\frac{\pi}{2} \sqrt{3 \epsilon}\right)=\sin \left(\frac{\pi}{2}(1-\sqrt{3 \epsilon})\right) \leq \sqrt{\frac{1-3 \epsilon}{1-\epsilon}} \tag{26}
\end{equation*}
$$

But since $\sqrt{1-3 \epsilon} \leq \sqrt{(1-3 \epsilon) /(1-\epsilon)}$ and $1-3 \epsilon \leq \sqrt{1-3 \epsilon}$ when $\epsilon \in[0,1 / 3]$, it suffices to show

$$
\begin{equation*}
\cos \left(\frac{\pi}{2} \sqrt{3 \epsilon}\right) \leq 1-3 \epsilon \tag{27}
\end{equation*}
$$

Here we can use the fact that $\cos (\sqrt{3 \epsilon} \pi / 2)$ is a convex function of $\epsilon$ on the domain we consider (see Appendix), and since it has the same endpoints as $\sqrt{1-3 \epsilon}$, the claim is established. Thus, we have shown that, for $\alpha \in[0, \pi / 2]$, the projected angle obeys

$$
\begin{equation*}
(1-\sqrt{3 \epsilon}) \alpha \leq \alpha_{p} \tag{28}
\end{equation*}
$$



Fig. 4. The isosceles triangle used to establish the angular upper bound.

We now establish the angular upper bound for the case $\alpha \in[0, \pi / 2]$. We will analyze the projection of the isosceles triangle having sides $\boldsymbol{x}$ and $\|\boldsymbol{x}\| \widehat{\boldsymbol{y}}$ (See Fig. 4). Using standard trigonometry, it is straightforward to show that $\left\|s_{3}\right\|^{2}=2\|\boldsymbol{x}\|^{2}(1-\cos \alpha)$. Again, we appeal to the Law of Cosines, to find that

$$
\begin{equation*}
\cos \alpha_{p}=\frac{\left\langle\boldsymbol{A} \boldsymbol{x}, \boldsymbol{A} \boldsymbol{x}^{\prime}\right\rangle}{2\|\boldsymbol{A} \boldsymbol{x}\| \cdot\left\|\boldsymbol{A} \boldsymbol{x}^{\prime}\right\|} \geq \min \left\{\frac{\|\boldsymbol{A} \boldsymbol{x}\|^{2}+\left\|\boldsymbol{A} \boldsymbol{x}^{\prime}\right\|^{2}-\left\|\boldsymbol{A} \boldsymbol{s}_{3}\right\|^{2}}{2\|\boldsymbol{A} \boldsymbol{x}\| \cdot\left\|\boldsymbol{A} \boldsymbol{x}^{\prime}\right\|}\right\}=\frac{(1+\epsilon) \cos \alpha-2 \epsilon}{1-\epsilon} \tag{29}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\alpha_{p} \leq \cos ^{-1}\left(\frac{(1+\epsilon) \cos \alpha-2 \epsilon}{1-\epsilon}\right) \tag{30}
\end{equation*}
$$

This is a convex function of $\alpha$ over the domain we consider (see Appendix), so

$$
\begin{equation*}
\alpha_{p} \leq \frac{2}{\pi} \cos ^{-1}\left(\frac{-2 \epsilon}{1-\epsilon}\right) \alpha \tag{31}
\end{equation*}
$$

Further, by the convexity of $\cos ^{-1}(-2 \epsilon /(1-\epsilon))$ (see Appendix), we have

$$
\begin{equation*}
\alpha_{p} \leq(1+3 \epsilon) \alpha \tag{32}
\end{equation*}
$$

and so overall we have shown that, for $\alpha \in[0, \pi / 2]$ and $\epsilon \in[0,1 / 3]$,

$$
\begin{equation*}
(1-\sqrt{3 \epsilon}) \alpha \leq \alpha_{p} \leq(1+3 \epsilon) \alpha \tag{33}
\end{equation*}
$$

which proves the Theorem.

## IV. Application - Robust Detection

In this section, the GRIP is used to establish performance bounds when detecting certain signals in the presence of white Gaussian noise. We begin with a brief summary of the canonical signal detection problem.

## A. Signal Detection Preliminaries

This section gives a brief review of the basics of signal detection. There are many valid references for the material given here, such as [11]. The primary goal of signal detection is to reliably decide whether a signal is present from a set of (usually noisy) observations $\left\{y_{j}\right\}_{j=1}^{k}$. The case when the signal is absent is called the null hypothesis and is referred to by the notation $H_{0}$. Similarly, $H_{1}$ refers to the case when the signal is present, also called the alternative hypothesis.

Each observation under $H_{0}$ or $H_{1}$ is a random variable with a probability distribution that depends on the observation model. We denote the distribution of each observation $y_{j}$ under the null and alternative hypotheses by $P_{0}\left(y_{j}\right)$ and $P_{1}\left(y_{j}\right)$, respectively. When the observations are independent, we can write the distribution of $\boldsymbol{y}=\left[y_{1} \ldots y_{k}\right]$ as a product of the individual distributions.

A detector operates by testing whether the observation vector $\boldsymbol{y}$ falls within some prescribed acceptance region $\mathcal{A}$. The detector announces that the signal is present if $\boldsymbol{y} \in \mathcal{A}$, and absent otherwise. The false alarm probability (the probability that the detector announces the signal is present when it is not) is $P_{\mathrm{FA}}=\int_{\mathcal{A}} P_{0}(\boldsymbol{y}) d \boldsymbol{y}$, and the miss probability (the probability that the detector announces the signal is not present when it is) is given by $P_{\mathrm{M}}=\int_{\mathcal{A}^{c}} P_{1}(\boldsymbol{y}) d \boldsymbol{y}$.

The Neyman-Pearson test is derived by computing the likelihood ratio between the probability distributions under $H_{1}$ and $H_{0}$. The detector decides $H_{1}$ if $P_{1}(\boldsymbol{y}) / P_{0}(\boldsymbol{y})>\gamma$ for some threshold $\gamma$, and decides $H_{0}$ otherwise. It can be shown that the Neyman-Pearson test is the most powerful test in the sense that it minimizes $P_{\mathrm{M}}$ subject to $P_{\mathrm{FA}} \leq \alpha$. When the goal is to reduce both errors simultaneously, the total probability of error is the preferred metric. Define $P_{\text {ERROR }}$ to be the sum of the false alarm probability $P_{\mathrm{FA}}$ and the miss probability $P_{\mathrm{M}}$. To optimize this total error, the contributions from each error term are balanced. When the observations are i.i.d., this optimal error obeys $P_{\text {ERROR }} \leq \prod_{j=1}^{k} \Gamma_{j}^{*}$, where $\Gamma_{j}^{*}=\min _{\lambda \in[0,1]} \Gamma_{j}(\lambda)$ and

$$
\Gamma_{j}(\lambda)=\int_{-\infty}^{\infty} P_{0}^{\lambda}\left(y_{j}\right) P_{1}^{1-\lambda}\left(y_{j}\right) d x
$$

as shown in [12].

## B. Problem Statement

Suppose that an observer is allowed to make only a limited number of noisy observations of an unknown vector $\boldsymbol{x} \in \mathbb{R}^{n}$, where each observation is the inner product between the signal and a sampling vector chosen by and known to the observer. These projection samples are described by

$$
\begin{equation*}
y_{j}=\left\langle\boldsymbol{x}, \boldsymbol{A}_{j}\right\rangle+w_{j}, \tag{34}
\end{equation*}
$$

for $j=1, \ldots, k$, where $k<n, \boldsymbol{A}_{j} \in \mathbb{R}^{n}$ are the sampling vectors, and $\left\{w_{j}\right\}$ is a collection of independent and identically distributed (i.i.d.) $\mathcal{N}\left(0, \sigma^{2}\right)$ noises. While the first works in CS dealt with signal reconstruction [1]-[5], our goal here will be detection - to reliably determine, from the observed data $\left\{y_{j}\right\}$ and the known projection vectors $\left\{\boldsymbol{A}_{j}\right\}$, whether the signal is present.

## C. Detection from Projection Samples Without Specific Signal Information

We first review prior results on detecting an arbitrary but unknown signal in the presence of additive white Gaussian noise [13]. Assume that the entries of the test functions $\boldsymbol{A}_{j}$ defined in (34) are i.i.d. $\mathcal{N}(0,1 / n)$. Under the null hypothesis, observations will be noise only, independent, and distributed as

$$
H_{0}: P_{0}\left(y_{j}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(-\frac{y_{j}^{2}}{2 \sigma^{2}}\right)
$$

Because the signal is unknown, exact knowledge of $\boldsymbol{A}$ is not necessary. The presence of the signal amounts to a variance shift in the observations, which under the alternative hypothesis are independent and distributed as

$$
H_{1}: P_{1}\left(y_{j}\right)=\frac{1}{\sqrt{2 \pi\left(\sigma^{2}+\|\boldsymbol{x}\|^{2} / n\right)}} \exp \left(-\frac{y_{j}^{2}}{2\left(\sigma^{2}+\|\boldsymbol{x}\|^{2} / n\right)}\right)
$$

for $j=1, \ldots, k$. In this setting, it is straightforward to show that the optimal detector is an energy detector of the form $\|\boldsymbol{y}\|^{2}$. Following the approach in [12], we obtain

$$
\begin{equation*}
P_{\mathrm{ERROR}} \leq\left[\exp (1 / 2) \sqrt{\frac{\log (1+S)}{S(1+S)^{1 / S}}}\right]^{k} \tag{35}
\end{equation*}
$$

where $S=\|\boldsymbol{x}\|^{2} / n \sigma^{2}$ is the signal-to-noise ratio (SNR). This result illustrates that any unknown signal $\boldsymbol{x}$ can be reliably detected using CS without using any prior knowledge of the signal. As we will see, though, the error decay rate can be improved if more is known about the signal.

## D. Detection from Projection Samples Using Prior Signal Information

1) Signal Detection From Matched Samples: For fixed sensing matrices $\boldsymbol{A}$, the observations when the signal is absent are noise only, independent, and distributed as

$$
H_{0}: P_{0}\left(y_{j}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left(-\frac{y_{j}^{2}}{2 \sigma^{2}}\right)
$$

and when the signal is present, the observations are independent and distributed as

$$
H_{1}: P_{1}\left(y_{j}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left[-\frac{\left(y_{j}-\left\langle\boldsymbol{A}_{j}, \boldsymbol{x}\right\rangle\right)^{2}}{2 \sigma^{2}}\right]
$$

for $j=1, \ldots, k$. Using standard techniques from classical detection theory, it is straightforward to show that the optimal test statistic in this setting is of the form $\boldsymbol{y}^{T} \boldsymbol{A} \boldsymbol{x}$, which means that for some threshold $\tau$, the detector decides that the signal is present if $\boldsymbol{y}^{T} \boldsymbol{A} \boldsymbol{x}>\tau$ and decides the signal is absent otherwise. In this case, we have $P_{\text {ERROR }} \leq \exp \left(-\|\boldsymbol{A} \boldsymbol{x}\|^{2} / 8 \sigma^{2}\right)$. If the rows of $\boldsymbol{A}$ are given by $\widetilde{\boldsymbol{x}} /\|\widetilde{\boldsymbol{x}}\|$ for some approximation $\widetilde{\boldsymbol{x}}$ such that $\langle\boldsymbol{x}, \widetilde{\boldsymbol{x}}\rangle \geq 0$, then

$$
\begin{align*}
P_{\mathrm{ERROR}} & \leq \exp \left[\frac{-k\|\boldsymbol{x}\|^{2} \cos ^{2}(\alpha)}{8}\right]  \tag{36}\\
& =\exp \left[-k n S \cos ^{2}(\alpha) / 8\right] \tag{37}
\end{align*}
$$

where $\alpha$ is the angle between $\boldsymbol{x}$ and $\widetilde{\boldsymbol{x}}$. This result illustrates the robustness of the detector that employs matched sampling - the error performance degrades gracefully as the quality of the approximation decreases (i.e., as $\alpha$ increases). The case $\alpha=0$ is called the matched filter - the observations are projections onto (unit-normed versions of) the signal to be detected.
2) Sparse Signal Detection From Compressive Samples: Motivated by the idea that knowledge of the signal to be detected results in a detector whose error probability decays more rapidly than detectors that measure energy only, we propose a CS matched filtering approach that exploits the sparsity of the signal to be detected along with some amount "future knowledge" to offer both universality and robustness. The universality comes from the fact that prior signal information is not needed at the time the observations are collected. The "future knowledge" required is some reliable approximation of the signal which is not derived from the observations themselves. This could come, for example, from an auxiliary intelligence channel.

We proceed by utilizing the form of the ideal detector, but instead of correlating the observation vector with the projection of the true signal we instead correlate the observation vector with the projection of an approximation of the true signal. Specifically, let $\widetilde{\boldsymbol{x}}$ denote our approximation of $\boldsymbol{x}$ obtained through auxiliary methods. We will examine the error performance of the detector given by $\boldsymbol{y}^{T} \boldsymbol{A} \widetilde{\boldsymbol{x}}$. Again, we assume that the approximation $\widetilde{\boldsymbol{x}}$ is aligned with the true signal $\boldsymbol{x}$ so that $\langle\boldsymbol{x}, \widetilde{\boldsymbol{x}}\rangle \geq 0$ (i.e., $\alpha$ is acute).

We examine the error performance by considering the distribution of the test statistic $T=\boldsymbol{y}^{T} \boldsymbol{A} \widetilde{\boldsymbol{x}}$ directly. Under the null hypothesis, $T \sim \mathcal{N}\left(0,\|\boldsymbol{A} \widetilde{\boldsymbol{x}}\|^{2} \sigma^{2}\right)$, and when the signal is present, $T \sim \mathcal{N}\left(\langle\boldsymbol{A} \boldsymbol{x}, \boldsymbol{A} \widetilde{\boldsymbol{x}}\rangle,\|\boldsymbol{A} \widetilde{\boldsymbol{x}}\|^{2} \sigma^{2}\right)$. Thus, the error probabilities are obtained by integrating tails of the appropriate Gaussian distributions. Now assume that the vectors $\boldsymbol{x}$ and $\widetilde{\boldsymbol{x}}$ are sufficiently sparse. Assume also that the matrix $\boldsymbol{A}$ satisfies RIP (and GRIP) with $C=k / n$ and some sufficiently small $\epsilon$ (for example, $A_{i, j} \sim \mathcal{N}(0,1 / n)$, and $k \geq$ const $\cdot m \log n$ ). We use the distributions that give the worst separation and error behavior by choosing those with the lowest mean and highest variance. Thus, under the null hypothesis we have $T \sim \mathcal{N}\left(0,(1+\epsilon)(k / n)\|\widetilde{\boldsymbol{x}}\|^{2} \sigma^{2}\right)$, and when the signal is present, $T \sim \mathcal{N}\left((1-\epsilon)(k / n)\|\boldsymbol{x}\|\|\widetilde{\boldsymbol{x}}\| \cos [(1+3 \epsilon) \alpha],(1+\epsilon)(k / n)\|\widetilde{\boldsymbol{x}}\|^{2} \sigma^{2}\right)$, where $\alpha$ denotes the acute angle between $\boldsymbol{x}$ and $\widetilde{\boldsymbol{x}}$. For a positive detection threshold $\tau<(1-\epsilon)(k / n)\|\boldsymbol{x}\|\|\widetilde{\boldsymbol{x}}\| \cos [(1+3 \epsilon) \alpha]$ we utilize a bound on the the integral of Gaussian tails [14] to obtain

$$
P_{\mathrm{FA}} \leq \frac{1}{2} \exp \left[\frac{-\tau^{2}}{2 \sigma^{2}(1+\epsilon)(k / n)\|\widetilde{\boldsymbol{x}}\|^{2}}\right]
$$

and

$$
P_{\mathrm{M}} \leq \frac{1}{2} \exp \left[\frac{-((1-\epsilon)(k / n)\|\boldsymbol{x}\|\|\widetilde{\boldsymbol{x}}\| \cos [(1+3 \epsilon) \alpha]-\tau)^{2}}{2 \sigma^{2}(1+\epsilon)(k / n)\|\widetilde{\boldsymbol{x}}\|^{2}}\right]
$$

Setting $\tau=(1 / 2)(1-\epsilon)(k / n)\|\boldsymbol{x}\|\|\widetilde{\boldsymbol{x}}\| \cos [(1+3 \epsilon) \alpha]$ makes the two errors equal, giving

$$
\begin{aligned}
P_{\mathrm{ERROR}} & \leq \exp \left[-\frac{(1-\epsilon)^{2}(k / n)\|\boldsymbol{x}\|^{2} \cos ^{2}[(1+3 \epsilon) \alpha]}{8 \sigma^{2}(1+\epsilon)}\right] \\
& =\exp \left[-\frac{k S}{8} \frac{(1-\epsilon)^{2} \cos ^{2}[(1+3 \epsilon) \alpha]}{1+\epsilon}\right]
\end{aligned}
$$

valid for all angles for which $\tau=(1 / 2)(1-\epsilon)(k / n)\|\boldsymbol{x}\|\|\widetilde{\boldsymbol{x}}\| \cos [(1+3 \epsilon) \alpha]$ is positive.
Of course, the above bounds are conditioned on the event that the measurement matrix satisfies RIP (and GRIP). The unconditional probability of error is given by

$$
\begin{aligned}
P_{\mathrm{ERROR}} & \leq \exp \left[-\frac{k S}{8} \frac{(1-\epsilon)^{2} \cos ^{2}[(1+3 \epsilon) \alpha]}{1+\epsilon}\right] \cdot P(R I P)+P(R I P) \\
& \leq \exp \left[-\frac{k S}{8} \frac{(1-\epsilon)^{2} \cos ^{2}[(1+3 \epsilon) \alpha]}{1+\epsilon}\right]+\exp \left[-c_{0} k+m \log \left(\frac{e n}{m}\right)+m \log \left(\frac{12}{\epsilon}\right)+\log (2)\right] \\
& \approx \exp \left[-\frac{k\|\boldsymbol{x}\|^{2}}{8 n} \cos ^{2}(\alpha)\right]+C^{\prime} n^{m} \exp \left[-c_{0} k\right],
\end{aligned}
$$

where $C^{\prime}>1$ is a factor that does not depend on $k$ or $n$ and the approximation is valid for small $\epsilon$. The main point to note here is that the error decay rate (as a function of problem dimensions $k$ and $n$ ) is dominated by the first term where the exponential scaling depends on $k / n$ instead of the dependence on $k$ alone in the second term. Further, note that the second term is negligible and can be ignored when $k \geq$ const $\cdot m \log n$. Comparing the resulting approximation with (36), we see that the only difference is a factor of $n$ in the rate. This arises because the amount of signal energy captured by each CS observation of the signal $\boldsymbol{x}$, in expectation, is given by $\|\boldsymbol{x}\|^{2} / n$, while on the contrary, each optimal sample captures the full signal energy $\|\boldsymbol{x}\|^{2}$. The loss by a factor of $n$ illustrates a price to pay for the universality that CS provides.

## V. Simulation Results

In this section we examine the dependence of the minimum probability of error on the number of observations and SNR for the detectors that employ CS. To illustrate the robustness of the CS matched filter detector we consider two approximations, the best one-term approximation of $\boldsymbol{x}$ and $\boldsymbol{x}$ itself. For the realizations used in the simulations, the quality of the one term approximation $\widetilde{\boldsymbol{x}}$ is such that $\cos (\alpha)=0.85$.

In the first simulation, $n=1000$ and $\boldsymbol{x} \in \mathbb{R}^{n}$ is a vector with three nonzero entries chosen at random, but normalized so that $\|\boldsymbol{x}\|^{2}=1$. For each detector, and for each value of $k$ (the number of observations), 4000 realizations of the test statistic for the signal-absent and signal-present cases were computed, each using a randomly generated sampling matrix [with i.i.d. $\mathcal{N}(0,1 / n)$ entries] and noise vector [with i.i.d. $\mathcal{N}(0,0.025)$ entries]. For each case, we used the empirical histograms of the distributions under $H_{0}$ and $H_{1}$ to computed the minimum total error probability.

The results are shown in Fig. 5(a), where the curves drawn with diamond markers indicate the theoretical bounds, and the curves with x markers show the simulation results. Errors corresponding to the energy detector, CS matched filter with approximate knowledge, and CS matched filter with exact knowledge are drawn using the dash-dot, dashed, and solid lines, respectively. We see that the empirical results agree with the theory.


Fig. 5. Empirical probabilities of error for the robust detector, shown as a function of (a) number of observations, and (b) SNR.

The second simulation illustrates the scaling behavior with respect to SNR. Again, $n=1000$, and this time the number of observations was fixed at 100 . For each value of $\sigma^{2}, 1000$ realizations of sampling matrices with i.i.d. $\mathcal{N}(0,1 / n)$ entries and vectors of i.i.d. $\mathcal{N}\left(0, \sigma^{2}\right)$ additive noise were generated, and test statistics for each hypothesis were computed. The minimum average probability of error was again determined empirically. The results depicted in Fig. 5(b) illustrate that the theoretical results again agree with the predicted error behavior. It is interesting to note that the dependence of the detector performance on the quality of approximation is noticeable in both simulations - the better approximation yields faster error decay.
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## Appendix

A series of lemmata are established here.

Lemma 4 The function

$$
\begin{equation*}
f(\epsilon, \alpha)=\sin ^{-1}\left(\sqrt{\frac{1-3 \epsilon}{1-\epsilon}} \sin (\alpha)\right) \tag{38}
\end{equation*}
$$

is a concave function of $\alpha$ when $\alpha \in[0, \pi / 2]$ and $\epsilon \in[0,1 / 3]$.

Proof: The second (partial) derivative is

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial \alpha^{2}}=\frac{\sqrt{(1-3 \epsilon) /(1-\epsilon)} \sin (\alpha)}{\sqrt{1-(1-3 \epsilon) \sin ^{2}(\alpha) /(1-\epsilon)}}\left[\frac{\cos ^{2}(\alpha)}{\left(1-(1-3 \epsilon) \sin ^{2}(\alpha) /(1-\epsilon)\right)}\left(\frac{1-3 \epsilon}{1-\epsilon}\right)-1\right] \tag{39}
\end{equation*}
$$

Now, $(1-3 \epsilon) /(1-\epsilon) \leq 1$, so it is easy to see that

$$
\begin{equation*}
\cos ^{2}(\alpha) \leq 1-\frac{(1-3 \epsilon) \sin ^{2}(\alpha)}{1-\epsilon} \tag{40}
\end{equation*}
$$

since

$$
\begin{equation*}
\frac{(1-3 \epsilon) \sin ^{2}(\alpha)}{1-\epsilon} \leq 1-\cos ^{2}(\alpha)=\sin ^{2}(\alpha) \tag{41}
\end{equation*}
$$

Therefore, the term in square brackets is negative. Further, the leading term is positive, so the function is concave as claimed.

Lemma 5 (Harmonic Addition) The weighted sum of a sine and a cosine function (of the same argument) can be written as a single sinusoid. That is,

$$
\begin{equation*}
a \sin x+b \cos x= \pm \sqrt{a^{2}+b^{2}} \cos \left[x+\tan ^{-1}\left(-\frac{b}{a}\right)\right] \tag{42}
\end{equation*}
$$

The statement follows from a straightforward application of the identity $\cos (a+b)=\cos a \cos b-\sin a \sin b$, and by equating terms.

Lemma 6 The function $f(\epsilon)=\cos (\pi \sqrt{3 \epsilon} / 2)$ is a convex function of $\epsilon$ when $\epsilon \in(0,1 / 3)$.
Proof: Generically, let $f(\epsilon)=\cos (c \sqrt{\epsilon})$, then

$$
\begin{equation*}
\frac{d^{2} f}{d \epsilon^{2}}=\frac{c}{4 \epsilon^{3 / 2}} \sin (c \sqrt{e})-\frac{c^{2}}{4 \epsilon} \cos (c \sqrt{\epsilon})= \pm \frac{c}{4 \epsilon} \sqrt{\frac{1+c^{2} \epsilon}{\epsilon}} \cos \left[c \sqrt{\epsilon}+\tan ^{-1}\left(\frac{1}{c \sqrt{\epsilon}}\right)\right] \tag{43}
\end{equation*}
$$

using harmonic addition. In our setting, $c=\pi \sqrt{3} / 2$. We can evaluate the expression at $\epsilon=1 / 3$ to remove the sign ambiguity, giving

$$
\begin{equation*}
\frac{d^{2} f}{d \epsilon^{2}}=-\frac{\pi \sqrt{3}}{8 \epsilon} \sqrt{\frac{1}{\epsilon}+\frac{3 \pi^{2}}{4}} \cos \left[\frac{\pi \sqrt{3 \epsilon}}{2}+\tan ^{-1}\left(\frac{2}{\pi \sqrt{3 \epsilon}}\right)\right] . \tag{44}
\end{equation*}
$$

Now, the argument of the cos function is always between $\pi / 2$ and $\pi$ over the range of $\epsilon$ considered. To see this, first consider the lower limit. The claimed lower bound can be established by showing

$$
\begin{equation*}
\tan ^{-1}\left(\frac{2}{\pi x}\right) \geq \frac{\pi(1-x)}{2} \tag{45}
\end{equation*}
$$

for $x \in[0,1]$. This is equivalent to

$$
\begin{equation*}
\tan \left(\frac{\pi x}{2}\right) \geq \frac{\pi x}{2} \tag{46}
\end{equation*}
$$

and this statement can be shown to hold using a Taylor series expansion of the tan function. Now, the upper bound is nearly trivial, since

$$
\begin{equation*}
\tan ^{-1}\left(\frac{2}{\pi \sqrt{3 \epsilon}}\right) \leq \pi / 2 \leq \pi\left(1-\frac{\sqrt{3 \epsilon}}{2}\right) \tag{47}
\end{equation*}
$$

over the domain we consider. Therefore, the second derivative is positive over the domain considered and the convexity is shown.

## Lemma 7 The function

$$
\begin{equation*}
f(\epsilon, \alpha)=\cos ^{-1}\left(\frac{(1+\epsilon) \cos (\alpha)-2 \epsilon}{1-\epsilon}\right) \tag{48}
\end{equation*}
$$

is a convex function of $\alpha$ when $\alpha \in[0, \pi / 2]$ and $\epsilon \in[0,1 / 3)$.
Proof: The second (partial) derivative is

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial \alpha^{2}}=\frac{2 \epsilon(\cos (\alpha)-1)(1+\epsilon)}{(\epsilon-1)[\cos (\alpha)(1+\epsilon)+(1-3 \epsilon)]}\left[\frac{(1-\cos (\alpha))\left[\cos (\alpha)\left(\epsilon^{2}+2 \epsilon+1\right)+\left(-3 \epsilon^{2}-2 \epsilon+1\right)\right]}{(\epsilon-1)^{2}}\right]^{-1 / 2} \tag{49}
\end{equation*}
$$

Analyzing the sign of each term, we see
where most of the claims are obvious. The term marked with $\dagger$ is positive because it is a parabola with negative leading term having roots -1 and $1 / 3$. Thus the claim is established.

Lemma 8 The function

$$
\begin{equation*}
f(\epsilon)=\cos ^{-1}\left(\frac{-2 \epsilon}{1-\epsilon}\right) \tag{51}
\end{equation*}
$$

is a convex function of $\epsilon$ when $\epsilon \in[0,1 / 3)$.
Proof: The second derivative is

$$
\begin{equation*}
\frac{d^{2} f}{d \epsilon^{2}}=\frac{4\left(1-3 \epsilon^{2}\right)}{(\epsilon-1)^{3}\left(3 \epsilon^{2}+2 \epsilon-1\right) \sqrt{-\left(3 \epsilon^{2}+2 \epsilon-1\right) /(\epsilon-1)^{2}}} \tag{52}
\end{equation*}
$$

Inspecting the sign of each term gives
where the quadratic term is negative since it is a parabola with positive leading term having roots -1 and $1 / 3$. Since the second derivative is positive throughout, the function is convex as claimed.
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[^0]:    ${ }^{1}$ In some settings the entries of $\boldsymbol{A}$ are scaled to meet energy requirements (i.e., unit-norm rows), resulting in a uniform attenuation by the constant factor $C=C(k, n)$. In those cases, the RIP statement becomes

