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#### Abstract

Stochastic observability refers to the existence of a filter for which the errors of the estimated state mean vector have bounded variance. In this paper, we derive a test to assess the stochastic observability of a Kalman filter implemented for discrete linear time-varying stochastic systems. This test is derived with the assumptions that the system matrices consist of known, deterministic parameters and that there is complete uncertainty in the statistics of the initial state vector. This test can also be used to assess the stochastic observability of extended Kalman filters implemented for nonlinear stochastic systems linearized about the true state vector trajectory. We illustrate the utility of the stochastic observability test using an aided INS. We also provide a counterexample to illustrate that observability is a necessary, but not sufficient, condition for the stochastic observability of a Kalman filter implemented for a system.


## Nomenclature

| $a$ | acceleration |
| :--- | :--- |
| $b$ | bias |
| $b_{0}$ | constant bias null shift |
| $b_{1}$ | bias drift rate |
| $\mathcal{C}$ | $n \times n$ uniform complete controllability grammian |

[^0]| $f$ | dynamic model |
| :---: | :---: |
| $f_{b}$ | accelerometer bias |
| $F$ | continuous-time state error mapping matrix |
| $h$ | measurement model |
| H | $p \times n$ measurement matrix |
| I | identity matrix |
| K | $n \times p$ Kalman gain matrix |
| $\mathcal{O}$ | $k p \times n$ observability matrix |
| $\overline{\mathcal{O}}$ | $n \times n$ uniform complete observability grammian |
| $P$ | $n \times n$ state covariance matrix |
| $Q$ | $m \times m$ process noise covariance matrix |
| $R$ | $p \times p$ measurement noise covariance matrix |
| $t$ | time |
| $T_{v}$ | threshold value |
| $U$ | $n \times n$ unitary matrix |
| $v$ | $p \times 1$ measurement noise vector |
| V | $p \times p$ unitary matrix |
| $w$ | $m \times 1$ process noise vector |
| $x$ | $n \times 1$ state vector |
| $\bar{x}$ | $n \times 1$ state mean vector |
| $z$ | $p \times 1$ measurement vector |
| $Z$ | measurement vector sequence |
| $\hat{z}_{k+1 \mid k}$ | $p \times 1$ predicted measurement vector |
| $\delta$ | Dirac delta function |
| $\delta x$ | $n \times 1$ state error vector |
| $\nu$ | $p \times 1$ innovation vector |
| $\tau$ | correlation time of the process $b_{1}$ |
| $\omega_{z}$ | angular velocity about vertical body axis |
| $\omega_{b z}$ | gyro bias |
| $\Gamma$ | $n \times m$ process noise mapping matrix |
| $\Gamma_{c}$ | continuous-time process noise mapping matrix |
| $\Pi$ | projection operator |
| $\Phi$ | $n \times n$ state mapping matrix |


| $\Psi$ | heading angle |
| :--- | :--- |
| $n_{(\cdot)}$ | additive wide band noise of the measurement of $(\cdot)$ |
| $p_{(\cdot)}$ | position component along $(\cdot)$ direction |
| $v_{(\cdot)}$ | velocity component along $(\cdot)$ direction |
| $\mathcal{N}(\cdot)$ | null space of $(\cdot)$ |
| $Q_{(\cdot)}$ | power spectral density of $(\cdot)$ |
| $\mathcal{R}(\cdot)$ | range space of $(\cdot)$ |
| $\sigma_{(\cdot)}$ | standard deviation of additive wide band noise corresponding to $(\cdot)$ |
| $\sigma_{\max }(\cdot)$ | largest singular value of $(\cdot)$ |
| $(\cdot)$ | estimate of $(\cdot)$ |
| $(\cdot)_{a}$ | accelerometer quantity |
| $(\cdot)_{g}$ | gyro quantity |
| $(\cdot)_{m}$ | measurement of $(\cdot)$ |
| $(\cdot)_{x}$ | component of $(\cdot)$ along $\hat{\imath}$ body axis |
| $(\cdot)_{y}$ | component of $(\cdot)$ along $\hat{\jmath}$ body axis |
| $(\cdot)_{E}$ | component of $(\cdot)$ along E axis |
| $(\cdot)_{N}$ | component of $(\cdot)$ along N axis |
| $(\cdot)^{\dagger}$ | pseudoinverse of $(\cdot)$ |
| $\mathcal{M}_{r}^{n \times p}$ | $n \times p$ matrix with rank $r$ |

## 1 Introduction

In certain applications, the performance objectives of a filter are to compute unbiased, minimum variance estimates of a state mean vector from a set of measurements corrupted by noise. These performance objectives influence the selection of physical components such as sensors, their performance characteristics, and their locations. Furthermore, these performance objectives also influence the selection of sensor measurement models, uncertainty of the dynamic model, the statistics of the initial state vector, and, possibly, the state vector trajectory.

The Kalman filter (KF) is used to estimate the statistics of a state vector whose time evolution is governed by a stochastic system and is intended to be used with Markov processes or sequences with Gaussian distributions. The KF, under various assumptions on the system, can be considered as a model based algorithm that is used to recursively
estimate both the state mean vector and state covariance matrix. The estimated state covariance matrix provides a statistical description of the errors associated with the estimated state mean vector and can be used as a metric to assess whether these estimation errors have bounded variance.

The time evolution of the estimated state covariance matrix is governed by a Riccati equation formulated using the matrices of the stochastic system. This Riccati equation depends on the sensor performance statistics but not the actual sensor measurements. Furthermore, for nonlinear systems, the corresponding Riccati equation is formulated using system models linearized about a state vector trajectory. Therefore, the performance of a KF implemented for a particular stochastic system can be assessed prior to real-time application by evaluating the time evolution of the estimated state covariance matrix.

If the time evolution of all elements of the estimated state covariance matrix are bounded or less than a predefined threshold value, then the filter implemented for the stochastic system is stochastically observable. The threshold value is an application driven design parameter that defines the maximum error of the estimated state mean vector. Conversely, if the time evolution of at least one element of the estimated state covariance matrix is unbounded or greater than a predefined threshold value, then the filter implemented for the stochastic system is stochastically unobservable. The stochastic unobservability of a filter implemented for a system can be caused by several factors including the selection of sensors, system matrices, state vector trajectory, and uncertainty of the initial state vector.

The stochastic observability of a KF implemented for stochastic systems and the convergence and stability of the resulting estimated state mean vector have been the subject of much research. This research can be classified into three general categories. In the first category are studies that consider KFs implemented for linear time-varying (LTV) stochastic systems with system matrices consisting of known, deterministic parameters. In the second category are studies that consider KFs or extended Kalman filters (EKFs) implemented for LTV stochastic systems consisting of unknown, deterministic or stochastic parameters. In the third category are studies that consider EKFs implemented for nonlinear stochastic systems. Studies throughout these categories require certain restrictions on the stochastic system.

In the first category, bounds on the state covariance matrix were derived in terms of the uniform complete observability grammian for systems with no process noise vector
[1]-[4] or in terms of the uniform complete observability grammian and uniform complete controllability grammian by considering the effects of the process noise and measurement noise vectors on the system individually [1], [5], [6]. These bounds are independent of the initial state covariance matrix. The convergence and stability properties of the estimated state mean vector were considered for systems with no measurement noise vector [1], [7], [8], for systems with both process noise and measurement noise vectors [3], and for systems where either the state vector, process noise vector, or measurement noise vector have a non-Gaussian probability density function (pdf) [9].

In the second category, bounds on the state covariance matrix were derived for a general class of systems with restrictions bounding the system matrices [10],[11]. The convergence and stability properties of the estimated state mean vector were considered for a general class of systems with restrictions bounding the system matrices [10]-[12] and for systems designed specifically for certain applications such as parameter estimation [13], [14].

In the third category, the convergence and stability properties of the estimated state mean vector were considered for systems with no noise vectors [15], with system matrices in a specific form [16], and for a general class of systems with restrictions bounding the system matrices and initial state vector statistics [17], [18]. In [17] and [18], stochastic observability of the EKF implemented for the nonlinear stochastic system is a necessary condition for the analysis.

The objective of this paper is to derive a test to assess the stochastic observability of a KF implemented for discrete stochastic systems. More specifically, we consider discrete LTV stochastic systems subject to the following assumptions. First, the system models consist of known, deterministic time-varying parameters. This class of system model includes nonlinear models linearized about the true state vector trajectory. In certain applications, the stochastic observability test can be used to assess the stochastic observability of an EKF implemented for systems with known vehicle maneuvers. Second, the statistics of the initial state vector are completely uncertain.

This paper is organized as follows. In Section 2, we review the general formulation of an EKF. In Section 3, we derive a test to assess the stochastic observability of a KF implemented for a discrete LTV stochastic system. In Section 4, we apply the stochastic observability test to the transfer alignment of an aided inertial navigation system (INS).

## 2 The Extended Kalman Filter

We consider discrete nonlinear stochastic systems of the form

$$
\begin{align*}
x_{k+1} & =f_{k}\left(x_{k}\right)+\Gamma_{k} w_{k}  \tag{1a}\\
z_{k} & =h_{k}\left(x_{k}\right)+v_{k} \tag{1b}
\end{align*}
$$

We assume that $f_{k}$ and $h_{k}$ are $C^{1}$ functions and consist of deterministic time-varying parameters. If $f_{k}$ or $h_{k}$ are LTV functions, then equations (1a) and (1b) can be modified using

$$
\begin{align*}
f_{k}\left(x_{k}\right) & =\Phi_{k} x_{k}  \tag{1c}\\
h_{k}\left(x_{k}\right) & =H_{k} x_{k} \tag{1d}
\end{align*}
$$

We make the following assumptions regarding the statistics of the stochastic system. First, $w_{k}$ and $v_{k}$ are modeled as zero-mean, Gaussian, uncorrelated white sequences with

$$
\begin{align*}
E\left\{w_{k} w_{k}^{T}\right\} & =Q_{k}, & & Q_{k} \geq 0  \tag{1e}\\
E\left\{v_{k} v_{k}^{T}\right\} & =R_{k}, & & R_{k}>0  \tag{1f}\\
E\left\{w_{i} v_{j}^{T}\right\} & =0, & & \forall i, j \tag{1g}
\end{align*}
$$

Second, the pdf of the initial state vector is Gaussian with mean $\bar{x}_{0}$ and covariance $P_{0}$

$$
\begin{equation*}
E\left\{\left(x_{0}-\bar{x}_{0}\right)\left(x_{0}-\bar{x}_{0}\right)^{T}\right\}=P_{0} \tag{1h}
\end{equation*}
$$

Third, $w_{k}$ and $v_{k}$ are uncorrelated with $x_{0}$

$$
\begin{align*}
E\left\{\left(x_{0}-\bar{x}_{0}\right) w_{i}^{T}\right\} & =0 & & \forall i=1, \ldots, m  \tag{1i}\\
E\left\{\left(x_{0}-\bar{x}_{0}\right) v_{j}^{T}\right\} & =0 & & \forall j=1, \ldots, p \tag{1j}
\end{align*}
$$

The EKF is used to estimate the statistics of the state vector using the following two step procedure at times $t_{k}$ and $t_{k+1}[19],[20]$. At time $t_{k}$, the state mean vector and state covariance matrix are predicted using the measurement sequence $Z_{k}=\left[z_{0}, \ldots, z_{k}\right]$

$$
\begin{align*}
\hat{x}_{k+1 \mid k} & =f_{k}\left(\hat{x}_{k \mid k}\right)  \tag{2}\\
P_{k+1 \mid k} & =\Phi_{k} P_{k \mid k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T} \tag{3}
\end{align*}
$$

Equation (2) suggests that the estimated state mean vector is propagated using the dynamic model regardless of its classification as linear or nonlinear. However, if the dynamic model is nonlinear, then the estimated state covariance matrix is propagated using the Jacobian of the dynamic model where

$$
\begin{equation*}
\Phi_{k}=\left.\frac{\partial f_{k}(x)}{\partial x}\right|_{\hat{x}_{k \mid k}} \tag{4}
\end{equation*}
$$

At time $t_{k+1}$, the predicted state mean vector and predicted state covariance matrix are corrected using the measurement vector $z_{k+1}$ and the linear measurement update equations

$$
\begin{align*}
\nu_{k+1} & =z_{k+1}-\hat{z}_{k+1 \mid k}  \tag{5}\\
K_{k+1} & =P_{k+1 \mid k} H_{k+1}^{T}\left(R_{k+1}+H_{k+1} P_{k+1 \mid k} H_{k+1}^{T}\right)^{-1}  \tag{6}\\
\hat{x}_{k+1 \mid k+1} & =\hat{x}_{k+1 \mid k}+K_{k+1} \nu_{k+1}  \tag{7}\\
P_{k+1 \mid k+1} & =P_{k+1 \mid k}-K_{k+1} H_{k+1} P_{k+1 \mid k} \tag{8}
\end{align*}
$$

If the measurement model is nonlinear, then the correction step is performed using the Jacobian of the measurement model where

$$
\begin{equation*}
H_{k+1}=\left.\frac{\partial h_{k+1}(x)}{\partial x}\right|_{\hat{x}_{k+1 \mid k}} \tag{9}
\end{equation*}
$$

In addition to the assumptions previously stated, we make the following additional assumptions for all times $t_{k}$. First, $f_{k}$ and $h_{k}$ are linearized about the true state vector trajectory. Second, $\Phi_{k}, \Gamma_{k}, H_{k}, Q_{k}$, and $R_{k}$ consist of known, deterministic parameters that are constant throughout the time interval $\left[t_{k}, t_{k+1}\right]$. We will refer to these five matrices as the system matrices throughout the remaining sections of the paper. Third, $\left(\Phi_{k}, \Gamma_{k} \sqrt{Q_{k}}\right)$ is controllable. Fourth, $\left(\Phi_{k}, H_{k}\right)$ is observable.

The covariance equations of the time and measurement updates can be combined to formulate a discrete time-varying Riccati equation. If equation (8) is substituted into equation (3), then $P_{k+1 \mid k}$ can be rewritten as

$$
\begin{equation*}
P_{k+1 \mid k}=\Phi_{k} P_{k \mid k-1} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}-\Phi_{k} K_{k} H_{k} P_{k \mid k-1} \Phi_{k}^{T} \tag{10}
\end{equation*}
$$

This Riccati equation relates $P_{k \mid k-1}$ to $P_{k+1 \mid k}$ without requiring the computation of $P_{k \mid k}$. If the time updates occur at a faster rate than the measurement updates, then equation
(10) requires suitable modification. If a measurement update occurs every $l$ time updates, then equations (3) and (10) can be rewritten as

$$
\begin{align*}
P_{k+l \mid k} & =\Phi_{k+l, k} P_{k \mid k} \Phi_{k+l, k}^{T}+\hat{Q}_{k} \\
& =\Phi_{k+l, k} P_{k \mid k-1} \Phi_{k+l, k}^{T}+\hat{Q}_{k}-\Phi_{k+l, k} K_{k} H_{k} P_{k \mid k-1} \Phi_{k+l, k}^{T} \tag{11}
\end{align*}
$$

where

$$
\hat{Q}_{k}=\sum_{i=k}^{k+l-1} \Phi_{k+l-1, i+1} \Gamma_{i} Q_{i} \Gamma_{i}^{T} \Phi_{k+l-1, i+1}^{T},
$$

$\Phi_{k+l, k}=\Phi_{k+l} \cdots \Phi_{k}$, and $\Phi_{k+l, k}^{T}=\Phi_{k}^{T} \cdots \Phi_{k+l}^{T}$. The Riccati equation, equation (10) or more generally equation (12), governs the time evolution of the estimated state covariance matrix. We simplify the notation $P_{k+1 \mid k}$ to $P_{k+1}$ throughout the remaining sections of the paper.

## 3 Observability Tests

Observability is a property of combinations of the system matrices as specified in equation (1). The objectives of this section are to define observability and stochastic observability, to identify the relationship between these two types of observability and their effect on KF performance, and to derive a test to assess the stochastic observability of a KF implemented for the system, equation (1).

### 3.1 Observability

The observability of LTV or linearized systems with no process or measurement noise vectors can be defined as follows [19], [20].

Definition 1: A LTV or linearized system with no process or measurement noise vectors is observable at time $t_{N}$ if the state vector at time $t_{N}, x_{N}$, can be determined from operations on the measurement sequence $Z_{N}=\left[z_{0}, \ldots, z_{N}\right]$ where $t_{N}>t_{0}$ and $t_{N}<\infty$.

One test to assess the observability of a system involves evaluating the rank of the observability grammian, $\mathcal{O}_{N}^{T} \mathcal{O}_{N}$, where [19], [20]

$$
\begin{equation*}
\mathcal{O}_{N}^{T} \mathcal{O}_{N}=H_{0}^{T} H_{0}+\sum_{k=1}^{N} \Phi_{k-1,0}^{T} H_{k}^{T} H_{k} \Phi_{k-1,0} \tag{12}
\end{equation*}
$$

If $\mathcal{O}_{N}^{T} \mathcal{O}_{N}$ has full rank, then the system is observable. This test is based on evaluating the rank of a $n \times n$ matrix whose dimensions depend only on the dimensions of the state vector and not on the dimensions of the measurement vector or number of measurements.

An observable system ensures that all states of the state mean vector can be influenced by the measurement vector. The test for observability does not incorporate the noise covariance matrices, $Q_{k}$ and $R_{k}$, or the statistics of the initial state vector, $P_{0}$. However, the Riccati equation that governs the time evolution of the state covariance matrix depends on all five system matrices and the statistics of the initial state vector. Regardless of whether the $\Phi$ and $H$ matrices of equation (1) satisfy the observability condition, $Q_{k}, R_{k}$, or $P_{0}$ could cause the state covariance matrix to become unbounded or exceed a predefined threshold value. Therefore, observability is a necessary, but not sufficient, condition to ensure that the errors of the estimated state mean vector have bounded variance.

### 3.2 Stochastic Observability

The stochastic observability of the system as specified in equation (1) can be defined as follows [21].

Definition 2: The system specified in equation (1) is stochastically observable if there exists a finite time $t_{N}$ such that the state covariance matrix is bounded or less than a predefined threshold value, $T_{v}$, in the sense that

$$
\begin{equation*}
\sigma_{\max }\left(P_{k}\right)<T_{v} \quad t_{k} \geq t_{N} \tag{13}
\end{equation*}
$$

where $T_{v}, t_{N}<\infty$ and $\sigma_{\max }(\cdot)$ refers to the largest singular value of the matrix $(\cdot)$.

Definition 2 is slightly modified from the definition given in [21] in three ways. First, we have used the maximum singular value of $P_{k}$ as the measure of whether the estimated state covariance matrix has converged to a finite limit. Second, we have referred to this limit as the threshold value. Third, we have added the condition that once $\sigma_{\max }\left(P_{k}\right)$ is less than the threshold value for $t_{k}=t_{N}, \sigma_{\max }\left(P_{k}\right)$ must also be less than the threshold value for $t_{k}>t_{N}$.

A test to assess the stochastic observability of a KF implemented for discrete LTV systems subject to complete uncertainty of the statistics of the initial state vector is developed in the following three lemmas. The first two lemmas reorganize the Riccati equation
into terms that have similar dependence on $P_{0}$. The third lemma provides conditions for which the state covariance matrix is bounded or less than a predefined threshold value. We first define notation used for projection operators, or projectors, required in these lemmas. We denote $\Pi_{\mathcal{R}(\Theta)}$ as the projector onto the range space of the matrix $\Theta[22]$

$$
\begin{equation*}
\Pi_{\mathcal{R}(\Theta)}=\Theta\left(\Theta^{T} \Theta\right)^{\dagger} \Theta^{T} \tag{14}
\end{equation*}
$$

We denote $\Pi_{\mathcal{N}\left(\Theta^{T}\right)}$ as the projector onto the orthogonal complement of the range space of $\Theta$ [22]

$$
\begin{equation*}
\Pi_{\mathcal{N}\left(\Theta^{T}\right)}=I-\Pi_{\mathcal{R}(\Theta)} \tag{15}
\end{equation*}
$$

Lemma 1: Consider the system specified in equation (1) and assume that the initial state covariance matrix is selected as

$$
\begin{equation*}
P_{0}=\alpha I \quad \alpha \in \Re, \alpha>0 \tag{16}
\end{equation*}
$$

then the Riccati equation, equation (10), can be rewritten as

$$
\begin{equation*}
P_{k+1}=\alpha \Lambda_{k+1}+\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda_{1} & =\Phi_{0} \Omega_{0} \Omega_{0}^{T} \Phi_{0}^{T}  \tag{17a}\\
\Lambda_{k+1} & =\Phi_{k, 0} \Omega_{0, k} \Omega_{0, k}^{T} \Phi_{k, 0}^{T} \quad k>0  \tag{17b}\\
\bar{Q}_{1} & =\Gamma_{0} Q_{0} \Gamma_{0}^{T}+\Phi_{0} \Theta_{0}\left(\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger}\right)^{2} \Theta_{0}^{T} \Phi_{0}^{T}  \tag{17c}\\
\bar{Q}_{k+1} & =\bar{Q}_{k+1}\left(\Lambda_{k}, \bar{Q}_{k}, \Phi_{k}, \Gamma_{k}, Q_{k}, H_{k}, R_{k}\right) \quad k>0  \tag{17d}\\
\Delta_{1}\left(\alpha^{-1}\right) & =-\Phi_{0}\left[\alpha^{-1} \Theta_{0}\left(\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger}\right)^{4} \Theta_{0}^{T}+\cdots\right] \Phi_{0}^{T}  \tag{17e}\\
\Delta_{k+1}\left(\alpha^{-1}\right) & =\Delta_{k+1}\left(\alpha^{-1}, \Lambda_{k}, \bar{Q}_{k}, \Delta_{k}, \Phi_{k}, \Gamma_{k}, Q_{k}, H_{k}, R_{k}\right) \quad k>0 \tag{17f}
\end{align*}
$$

and

$$
\begin{aligned}
\Pi_{\mathcal{N}\left(\Theta_{k}^{T}\right)} & =\Omega_{k} \Omega_{k}^{T} & & k \geq 0 \\
\Omega_{0, k} & =\Omega_{0} \cdots \Omega_{k} & & \\
\Upsilon_{0}^{T} \Upsilon_{0} & =R_{0} & & \\
\Upsilon_{k}^{T} \Upsilon_{k} & =R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T} & & k>0 \\
\Theta_{0} & =H_{0}^{T} \Upsilon_{0}^{-1} & & \\
\Theta_{k} & =\Omega_{0, k-1}^{T} \Phi_{k-1,0}^{T} H_{k}^{T} \Upsilon_{k}^{-1} & & k>0
\end{aligned}
$$

The matrices $\bar{Q}_{k+1}$ and $\Delta_{k+1}\left(\alpha^{-1}\right)$ are defined in equation (A.36). The matrix $\Omega_{k}$ has the same rank as $\Pi_{\mathcal{N}\left(\Theta_{k}^{T}\right)}$.
Proof: The proof is given in Appendix A.
Lemma 2: Under the conditions of Lemma 1, if the following condition is satisfied

$$
\begin{equation*}
\sigma_{\max }\left(\Lambda_{j}\right)=0 \tag{18}
\end{equation*}
$$

where $\Lambda$ is defined in equation (17) and $t_{j}<\infty$, then $\sigma_{\max }\left(\Lambda_{k+1}\right)=0$ for all $t_{k} \geq t_{j}$ and the Riccati equation, equation (10), can be rewritten as

$$
\begin{equation*}
P_{k+1}=\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right) \quad t_{k} \geq t_{j} \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{Q}_{k+1} & =\bar{Q}_{k+1}\left(\bar{Q}_{k}, \Phi_{k}, \Gamma_{k}, Q_{k}, H_{k}, R_{k}\right) \quad k \geq j>0  \tag{19a}\\
\Delta_{k+1}\left(\alpha^{-1}\right) & =\Delta_{k+1}\left(\alpha^{-1}, \bar{Q}_{k}, \Delta_{k}, \Phi_{k}, \Gamma_{k}, Q_{k}, H_{k}, R_{k}\right) \quad k \geq j>0 \tag{19b}
\end{align*}
$$

The matrices $\bar{Q}_{k+1}$ and $\Delta_{k+1}\left(\alpha^{-1}\right)$ are defined in equation (A.42).
Proof: Lemma 1 shows that at each time $t_{k}$, the Riccati equation can be rewritten as $P_{k+1}=\alpha \Lambda_{k+1}+\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right)$. If condition (18) holds, then $P_{k+1}=\bar{Q}_{k+1}+$ $\Delta_{k+1}\left(\alpha^{-1}\right)$. The matrices $\bar{Q}_{k+1}$ and $\Delta_{k+1}$ are formulated in Appendix A.

Lemma 3: Under the conditions of Lemma 1, if the following two conditions are satisfied

$$
\begin{align*}
\sigma_{\max }\left(\Lambda_{j}\right) & =0 & t_{j}<\infty  \tag{18}\\
\sigma_{\max }\left(\bar{Q}_{k+1}\right) & <T_{v} & T_{v}<\infty, t_{k} \geq t_{j} \tag{20}
\end{align*}
$$

where $\Lambda$ and $\bar{Q}$ are defined in equations (17) and (19), respectively, then as the scalar $\alpha \rightarrow \infty$, the KF implemented for the system is stochastically observable.
Proof: Lemma 1 shows that at each time $t_{k}$, the Riccati equation can be rewritten as $P_{k+1}=\alpha \Lambda_{k+1}+\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right)$. Lemma 2 shows that if condition (18) holds, then $P_{k+1}=\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right)$, equation (19). If we take the limit of equation (19) as $\alpha \rightarrow \infty$, then

$$
\begin{align*}
\lim _{\alpha \rightarrow \infty} P_{k+1} & =\lim _{\alpha \rightarrow \infty}\left(\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right)\right) \\
& =\bar{Q}_{k+1}+\lim _{\alpha \rightarrow \infty} \Delta_{k+1}\left(\alpha^{-1}\right) \\
& =\bar{Q}_{k+1} \tag{21}
\end{align*}
$$

If condition (20) holds, then

$$
\begin{equation*}
\sigma_{\max }\left(\bar{Q}_{k+1}\right)=\sigma_{\max }\left(\lim _{\alpha \rightarrow \infty} P_{k+1}\right)<T_{v} \tag{22}
\end{equation*}
$$

There are several observations that can be made regarding Lemmas 1-3.

1) The assumptions $P_{0}=\alpha I$ and $\alpha \rightarrow \infty$ imply that the KF is initialized with no $a$ priori information available about the statistics of the initial state vector.
2) The matrices $\Lambda_{k+1}$ and $\bar{Q}_{k+1}$ are formulated from terms that do not include the scalar $\alpha$ or the matrix $\Delta_{k}\left(\alpha^{-1}\right)$. Therefore, the assumption $\alpha \rightarrow \infty$ plays no role either in the formulation of these matrices or the conditions $\sigma_{\max }\left(\Lambda_{j}\right)=0$ and $\sigma_{\max }\left(\bar{Q}_{k+1}\right)<T_{v}$.
3) The matrix $\bar{Q}_{k+1}$, formulated using either Lemmas 1 or 2 , includes both positive and negative terms. Therefore, $\sigma_{\max }\left(\bar{Q}_{k+1}\right)$ does not necessarily increase at each time step.
4) The matrix $\Delta_{k+1}\left(\alpha^{-1}\right)$ consists of terms that have $\alpha^{-1}$ as a coefficient. Therefore, the assumption $\alpha \rightarrow \infty$ implies that $\Delta_{k+1}\left(\alpha^{-1}\right)=0$ and that $\Delta_{k+1}\left(\alpha^{-1}\right)$ consists of infinitesimal terms whose contributions to the state covariance matrix can be neglected.
5) The condition $\sigma_{\max }\left(\Lambda_{j}\right)=0$ requires the modes of the matrices $\Phi_{0}, \ldots, \Phi_{j}$ to be orthogonal to the modes of the projectors $\Pi_{\mathcal{N}\left(\Theta_{0}^{T}\right)}, \ldots, \Pi_{\mathcal{N}\left(\Theta_{j}^{T}\right)}$. This condition and the assumptions $P_{0}=\alpha I$ and $\alpha \rightarrow \infty$ imply that the state covariance matrix is not a function of $\alpha$ and, thus, the initial state vector statistics for all times $t_{k}, t_{k} \geq t_{j}$.
6) The condition $\sigma_{\max }\left(\bar{Q}_{k+1}\right)<T_{v}$ implies that increases to $P_{k+1}$ due to contributions from $\Phi_{k}, \Gamma_{k}, Q_{k}$, and $\bar{Q}_{k}$ are offset by decreases to $P_{k+1}$ due to contributions from $\Phi_{k}, H_{k}$, $R_{k}$, and $\bar{Q}_{k}$. Therefore, if this condition fails, then alternative sensors, system matrices, or state vector trajectories should be used when formulating the stochastic system.
7) The condition $\sigma_{\max }\left(\Lambda_{j}\right)=0$ must be satisfied prior to checking the condition $\sigma_{\max }\left(\bar{Q}_{k+1}\right)<T_{v}$.

The stochastic observability test developed in Lemmas 1-3 is summarized in Figure 1. This test is based on evaluating the singular values of two $n \times n$ matrices whose dimensions depend only on the dimensions of the state vector. If the conditions of the test are satisfied, then the KF implemented for the system specified in equation (1) will be stochastically observable for any $P_{0}$. Therefore, if a KF implemented for a system is stochastically observable for a large $P_{0}$ and the conditions of the stochastic observability test are satisfied,
then the system will remain stochastically observable even if $P_{0}$ is modified. In other words, this stochastic observability test can be used to assess whether a large $P_{0}$ will destabilize a KF implemented for the system.

However, this test is conservative because it provides conditions for stochastic observability for the worst case $P_{0}$. For example, consider a filter implemented for a system that is stochastically observable for $\sigma_{\max }\left(P_{0}\right)<\infty$ but is stochastically unobservable for $P_{0}=\alpha I, \alpha \rightarrow \infty$. If the stochastic observability test is applied to this example, then one of the two conditions (18) or (20) will fail and the test will indicate that the KF implemented for the system is stochastically unobservable. Therefore, this test provides sufficient, but not necessary, conditions to assess the stochastic observability of a KF implemented for a system.

In [1], [5]-[8], and [11], bounds on the state covariance matrix for LTV stochastic systems were derived and are of the form

$$
\begin{equation*}
\left(\overline{\mathcal{O}}_{k, k-l}+\mathcal{C}_{k, k-l}^{-1}\right)^{-1} \leq P_{k} \leq \overline{\mathcal{O}}_{k, k-l}^{-1}+\mathcal{C}_{k, k-l} \tag{23}
\end{equation*}
$$

where $\overline{\mathcal{O}}_{k, k-l}=\sum_{i=k-l}^{k-1} \Phi_{i, k}^{T} H_{i}^{T} R_{i}^{-1} H_{i} \Phi_{i, k}$ and $\mathcal{C}_{k, k-l}=\sum_{i=k-l}^{k-1} \Phi_{k, i+1}^{T} \Gamma_{i} Q_{i} \Gamma_{i}^{T} \Phi_{k, i+1}^{T}$. These bounds were derived by using the information form of the KF and the LTV system in two forms. First, bounds on $P_{k}$ were derived using a system with a process noise vector but with no measurement noise vector to derive $\mathcal{C}$. Second, bounds on $P_{k}$ were derived using a system with a measurement noise vector but with no process noise vector to derive $\overline{\mathcal{O}}$. These grammians were then combined using the superposition principle to derive equation (23).

The test given in equation (23) can be used to perform an yes/no assessment of the stochastic observability of a KF implemented for a stochastic system. The stochastic observability test derived in this paper requires more matrix multiplications than equation (23), however, this test provides an exact expression for $P_{k+1}$ and allows the filter designer to identify the causes of a system's stochastic unobservability. We note that the expressions for $\bar{Q}_{k+1}$, equations (17) and (19), include $\mathcal{C}$ exactly and $\overline{\mathcal{O}}$ in a slightly modified form.

## 4 Application of the Observability Tests

In this section, we demonstrate the utility of the stochastic observability test developed in Section 3 by analyzing the observability of a problem of significant current research
interest: the transfer alignment of an aided INS [23]. In this application, known vehicle maneuvers are used as inputs to excite particular modes of the INS or, more specifically, to make the heading angle observable. Therefore, filter performance can be evaluated for various vehicle maneuvers prior to real-time filter implementation. We note that the stochastic system is nonlinear for this application, however, the linearization of the system's nonlinear models is about a known state vector trajectory. Therefore, the resulting linearized system is a discrete LTV system consisting of known, deterministic parameters.

The observability analysis of this problem is typically conducted using a three-step procedure. First, a vehicle maneuver is selected. Second, various forms of the observability grammian are evaluated for the resulting stochastic system. Third, the EKF performance is evaluated for the resulting system [24]-[26]. This approach is inevitably limited to specific vehicle maneuvers and not applicable for arbitrary vehicle maneuvers. We, therefore, select two vehicle maneuvers, apply both the observability and stochastic observability tests to the resulting systems, and assess the performance of both tests. The EKF simulations and application of the observability tests were performed using Matlab.

### 4.1 The Aided INS

Kinematic state refers to a vehicle's position, velocity, and attitude. The kinematic state of a vehicle can be defined by specifying the relative position, velocity, and orientation of two reference frames. The two reference frames typically used are a vehicle fixed body frame and a navigation frame with known orientation. In this application, we select a North-East-Down (NED) frame as the navigation frame. An INS is used to estimate the kinematic state of the vehicle or, more specifically, to estimate the position vector, velocity vector, and orientation of the body frame relative to the navigation frame.

An INS refers to a set of sensors that continuously measure the vehicle's acceleration and angular velocity vectors, and the mathematical operations required to compute estimates of the vehicle's kinematic state. The acceleration vector is measured using accelerometers fixed to the vehicle and aligned with the axes of the vehicle's body frame. Integrating these measurements once yields the vehicle's velocity vector resolved in the vehicle's body frame. Integrating these measurements twice yields the vehicle's position vector resolved in the vehicle's body frame. However, a meaningful kinetic state requires the vehicle's position and velocity vectors to be resolved in the navigation frame. The
angular velocity vector is measured using rate gyros, or simply gyros, fixed to the vehicle and aligned with the axes of the vehicle's body frame. Integrating these measurements once yields the orientation of the vehicle's body frame relative to the navigation frame so that the measured acceleration vector can be resolved in the navigation frame.

One component of an INS is to integrate the accelerometer and gyro measurements. Therefore, certain components of the accelerometer and gyro measurement errors, such as bias, result in potentially unbounded errors in the INS based estimates of the vehicle's kinematic state. These kinematic state errors can be bounded using measurements from aiding sensors such as GPS sensors or magnetometers. The measurements from aiding sensors are independent of the INS measurements and can be used to periodically estimate the accelerometer and gyro biases and reset the INS based estimates of the vehicle's kinematic state. An aided INS fuses measurements from the INS and aiding sensors to compute bounded estimates of the vehicle's kinematic state.

We consider a constrained, or two-dimensional, form of the aided INS, Figure 2. In this application, a vehicle, equipped with an aided INS, travels in the N-E plane of an NED frame. This INS is mechanized using two accelerometers and a gyro. The accelerometers are fixed to the vehicle's body $\hat{\imath}_{b}$ and $\hat{\jmath}_{b}$ axes and measure the specific force vector in the N E plane. The gyro measures the vehicle's rotation rate about its vertical body axis. Three system architectures will be used to aid the INS. The first system architecture provides measurements of the vehicle's position and velocity vectors, and heading angle and will be referred to as a PVH aided INS. The second system architecture provides measurements of the vehicle's position and velocity vectors and will be referred to as a PV aided INS. The third system architecture provides measurements of the vehicle's position vector and will be referred to as a P aided INS.

An EKF can be used to fuse the sensor measurements from the INS and aiding systems and compute estimates of the vehicle's kinematic state. The aiding sensors of the PV and P aided INS architectures do not directly measure the vehicle's heading angle. However, the vehicle's heading angle can be indirectly measured by the aiding sensors if these modes are excited by persistent, or periodic, acceleration. Therefore, vehicle maneuvers can be used as a component of the aided INS and bound the errors of the INS based estimates of the vehicle's kinematic state.

The performance of the EKF implemented for the three aided INS architectures is evaluated using two scenarios. In the first scenario, or scenario A, the vehicle is traveling

East at a velocity of $30 \mathrm{~m} / \mathrm{s}$. At time $t_{0}=0 \mathrm{~s}$, the vehicle begins to turn North at a constant heading angle rate of $-0.237^{\circ} / \mathrm{s}$ while maintaining a constant speed of $30 \mathrm{~m} / \mathrm{s}$. In the second scenario, or scenario B, the vehicle travels East as a constant speed of $30 \mathrm{~m} / \mathrm{s}$. This two-dimensional sensor fusion problem will allow us to implement the observability tests and avoid details of the three-dimensional aided INS that are not relevant to the current discussion.

### 4.2 Aided INS Sensor Models

The aided INS sensor measurements for the three architectures and two scenarios were simulated as follows. The accelerometer and gyro measurements were generated using the models

$$
\begin{align*}
& a_{m x}(t)=a_{x}(t)+f_{b x}(t)+n_{a x}(t)  \tag{24a}\\
& a_{m y}(t)=a_{y}(t)+f_{b y}(t)+n_{a y}(t)  \tag{24b}\\
& \omega_{m z}(t)=\omega_{z}(t)+\omega_{b z}(t)+n_{g}(t) \tag{25}
\end{align*}
$$

A general model for either the accelerometer or gyro bias is [27]

$$
\begin{equation*}
b(t)=b_{0}+b_{1}(t) \tag{26}
\end{equation*}
$$

The bias drift rate can be modeled as a zero-mean, Gaussian, exponentially correlated process where

$$
\begin{align*}
\dot{b}_{1}(t) & =-\frac{1}{\tau} b_{1}(t)+n_{b}(t)  \tag{27}\\
E\left\{b_{1}(t) b_{1}(\tau)\right\} & =\sigma_{b 1}^{2} \exp (t-\tau)  \tag{27a}\\
Q_{b 1} & =\frac{2 \sigma_{b 1}^{2}}{\tau} \tag{27b}
\end{align*}
$$

The noise term $n_{b}$ can be modeled as a zero-mean, Gaussian, white noise process where

$$
\begin{equation*}
E\left\{n_{b}(t) n_{b}(\tau)\right\}=\sigma_{b}^{2} \delta(t-\tau) \tag{27c}
\end{equation*}
$$

We will select $\sigma_{b 1}=\sigma_{b}$ in this application.

The wide band noise terms $n_{a x}, n_{a y}$, and $n_{g}$ are modeled as zero-mean, Gaussian, white noise processes where

$$
\begin{gather*}
E\left\{n_{a x}(t) n_{a x}(\tau)\right\}=\sigma_{a x}^{2} \delta(t-\tau),  \tag{28}\\
E\left\{n_{a y}(t) n_{a y}(\tau)\right\}=\sigma_{a y}^{2} \delta(t-\tau),  \tag{29}\\
E\left\{n_{g}(t) n_{g}(\tau)\right\}=\sigma_{g}^{2} \delta(t-\tau) \tag{30}
\end{gather*}
$$

It should be noted that the measurement noise has a higher frequency content than the bias drift rate.

The aiding system measurements were generated using the models

$$
\begin{align*}
& p_{m N}(t)=p_{N}(t)+n_{p N}(t)  \tag{31}\\
& p_{m E}(t)=p_{E}(t)+n_{p E}(t)  \tag{32}\\
& v_{m N}(t)=v_{N}(t)+n_{v N}(t)  \tag{33}\\
& v_{m E}(t)=v_{E}(t)+n_{v E}(t)  \tag{34}\\
& \Psi_{m}(t)=\Psi(t)+n_{\Psi}(t) \tag{35}
\end{align*}
$$

The wide band noise terms $n_{p N}, n_{p E}, n_{v N}, n_{v E}$, and $n_{\Psi}$ are modeled as zero-mean, Gaussian, white noise processes where

$$
\begin{align*}
E\left\{n_{p N}(t) n_{p N}(\tau)\right\} & =\sigma_{p N}^{2} \delta(t-\tau)  \tag{36}\\
E\left\{n_{p E}(t) n_{p E}(\tau)\right\} & =\sigma_{p E}^{2} \delta(t-\tau)  \tag{37}\\
E\left\{n_{v N}(t) n_{v N}(\tau)\right\} & =\sigma_{v N}^{2} \delta(t-\tau)  \tag{38}\\
E\left\{n_{v E}(t) n_{v E}(\tau)\right\} & =\sigma_{v E}^{2} \delta(t-\tau)  \tag{39}\\
E\left\{n_{\Psi}(t) n_{\Psi}(\tau)\right\} & =\sigma_{\Psi}^{2} \delta(t-\tau) \tag{40}
\end{align*}
$$

The statistics of the aided INS sensors are summarized in Table 1.

### 4.3 Aided INS System Models

The dynamic model of the stochastic system corresponding to all three aided INS architectures is formulated using the equations

$$
\begin{align*}
\dot{p}_{N}(t) & =v_{N}(t)  \tag{41}\\
\dot{p}_{E}(t) & =v_{E}(t)  \tag{42}\\
\dot{v}_{N}(t) & =a_{N}(t)  \tag{43}\\
\dot{v}_{E}(t) & =a_{E}(t)  \tag{44}\\
\dot{\Psi}(t) & =\omega_{z}(t)  \tag{45}\\
\dot{\hat{f}}_{b x}(t) & =0  \tag{46}\\
\dot{\hat{f}}_{b y}(t) & =0  \tag{47}\\
\dot{\hat{\omega}}_{b z}(t) & =0 \tag{48}
\end{align*}
$$

where the state vector for all three architectures is

$$
x(t)=\left[\begin{array}{llllllll}
p_{N}(t) & p_{E}(t) & v_{N}(t) & v_{E}(t) & \Psi(t) & f_{b x}(t) & f_{b y}(t) & \omega_{b z}(t) \tag{49}
\end{array}\right]^{T}
$$

The accelerometer measurements are resolved in the NED frame using the two-dimensional direction cosine matrix

$$
\left[\begin{array}{c}
a_{N}(t)  \tag{50}\\
a_{E}(t)
\end{array}\right]=\left[\begin{array}{cc}
\cos \Psi(t) & -\sin \Psi(t) \\
\sin \Psi(t) & \cos \Psi(t)
\end{array}\right]\left[\begin{array}{l}
a_{x}(t) \\
a_{y}(t)
\end{array}\right]
$$

The equations used to formulate and propagate the state covariance matrix are based on the state error vector equations which can be summarized as

$$
F(t)=\left[\begin{array}{cccccccc}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & F(3,5) & -\cos \hat{\Psi} & \sin \hat{\Psi} & 0 \\
0 & 0 & 0 & 0 & F(4,5) & -\sin \hat{\Psi} & -\cos \hat{\Psi} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & -1 / \tau_{a x} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 / \tau_{a y} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 / \tau_{g}
\end{array}\right]
$$

$$
\begin{align*}
& \delta x(t)=x(t)-\hat{x}(t)  \tag{51}\\
& =\left[\begin{array}{lllllll}
\delta p_{N}(t) & \delta p_{E}(t) & \delta v_{N}(t) & \delta v_{E}(t) & \delta \Psi(t) & \delta f_{b x}(t) & \delta f_{b y}(t)
\end{array} \delta \omega_{b z}(t)\right]^{T} \\
& \delta \dot{x}(t)=F(t) \delta x(t)+\Gamma_{c}(t) w(t) \tag{52}
\end{align*}
$$

$$
\begin{aligned}
& F(3,5)=-\left(a_{m x}-\hat{f}_{b x}\right) \sin \hat{\Psi}-\left(a_{m y}-\hat{f}_{b y}\right) \cos \hat{\Psi} \\
& F(4,5)=\left(a_{m x}-\hat{f}_{b x}\right) \cos \hat{\Psi}-\left(a_{m y}-\hat{f}_{b y}\right) \sin \hat{\Psi}
\end{aligned}
$$

The process noise vector is selected as

$$
\begin{aligned}
w(t) & =\left[\begin{array}{cccccc}
n_{a x}(t) & n_{a y}(t) & n_{g}(t) & n_{a b x}(t) & n_{a b y}(t) & n_{g b}(t)
\end{array}\right]^{T} \\
\Gamma_{c}(t) & =\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-\cos \hat{\Psi} & \sin \hat{\Psi} & 0 & 0 & 0 & 0 \\
-\sin \hat{\Psi} & -\cos \hat{\Psi} & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

The process noise vector shows that the uncertainty of the dynamic model is due to INS sensor error components. The power spectral density matrix of the process noise vector is selected as

$$
\begin{equation*}
Q_{w}=\operatorname{diag}\left[\sigma_{a x}^{2}, \sigma_{a y}^{2}, \sigma_{g}^{2}, \frac{2 \sigma_{a b 1 x}^{2}}{\tau_{a}}, \frac{2 \sigma_{a b 1 y}^{2}}{\tau_{a}}, \frac{2 \sigma_{g b 1}^{2}}{\tau_{g}}\right] \tag{53a}
\end{equation*}
$$

The measurement model used to correct the predicted state mean vector and state covariance matrix is selected as

$$
\begin{equation*}
z_{k}=H_{k} \hat{x}_{k \mid k-1}+v_{k} \tag{54}
\end{equation*}
$$

where for the PVH aiding system

$$
\begin{align*}
H_{P V H, k} & =\left[\begin{array}{ll}
I_{5} & 0_{5 \times 3}
\end{array}\right]  \tag{55a}\\
R_{P V H, k} & =\operatorname{diag}\left[\sigma_{p N}^{2}, \sigma_{p E}^{2}, \sigma_{v N}^{2}, \sigma_{v E}^{2}, \sigma_{\Psi}^{2}\right] \tag{55b}
\end{align*}
$$

for the PV aiding system

$$
\begin{align*}
& H_{P V, k}=\left[\begin{array}{ll}
I_{4} & 0_{4 \times 4}
\end{array}\right]  \tag{56a}\\
& R_{P V, k}=\operatorname{diag}\left[\sigma_{p N}^{2}, \sigma_{p E}^{2}, \sigma_{v N}^{2}, \sigma_{v E}^{2}\right] \tag{56b}
\end{align*}
$$

and for the P aiding system

$$
\begin{align*}
& H_{P, k}=\left[\begin{array}{ll}
I_{2} & 0_{2 \times 6}
\end{array}\right]  \tag{57a}\\
& R_{P, k}=\operatorname{diag}\left[\sigma_{p N}^{2}, \sigma_{p E}^{2}\right] \tag{57b}
\end{align*}
$$

The general design of the EKF for the aided INS architectures is shown in Figure 3.

### 4.4 EKF Performance

The EKFs for the aided INS architectures were simulated for both scenarios using discretized versions of equations (41)-(53) [20]

$$
\begin{align*}
& \Phi_{k}=\exp \left[F\left(t_{k+1}-t_{k}\right)\right]  \tag{58}\\
& \Gamma_{k}=I_{8}  \tag{59}\\
& Q_{k}=\int_{t_{k}}^{t_{k+1}} \Phi\left(t_{k+1}, \tau\right) \Gamma_{c}(\tau) Q_{w}(\tau) \Gamma_{c}^{T}(\tau) \Phi\left(t_{k+1}, \tau\right)^{T} d \tau \tag{60}
\end{align*}
$$

The statistics of the initial state vector for all simulations were selected as

$$
\left.\left.\begin{array}{rl}
\bar{x}_{0} & =\left[\begin{array}{llllll}
0 m & 0 m & 0 m / s & 30 \mathrm{~m} / \mathrm{s} & 90^{\circ} & 0 \mathrm{~m} / \mathrm{s}^{2}
\end{array} 0 \mathrm{~m} / \mathrm{s}^{2}\right.
\end{array} 0^{\circ} / \mathrm{s}\right]^{T}\right] .
$$

The time and measurement update rates for all simulations were 10 Hz . We note that the linearization of the nonlinear models was performed using the true state vector trajectory.

Figures 4 and 5 show the EKF performance for scenario A with the PVH aided INS architecture. Figures 6 and 7 show the EKF performance for scenario A with the PV aiding INS architecture. Figures 8 and 9 show the EKF performance for scenario B with the P aided INS architecture. In Figures 4, 6, and 8, the estimated state mean vector is represented by solid lines whereas the true state vector is represented by dashed lines. In Figures 5, 7, and 9, the state error vector is represented by solid lines whereas the $1-\sigma$ estimation error bands are represented by dashed lines.

Figures 4 and 5 show that the EKF computed unbiased estimates of the vehicle's kinematic state. Furthermore, these figures show that the estimates of the vehicle's kinematic state converged to within their $1-\sigma$ estimation error bands. The estimates of the accelerometer and gyro null shifts show the effect of both the correlated and uncorrelated bias components. The estimates of the accelerometer null shifts remained within their $1-\sigma$ estimation error bands. However, the estimates of the gyro null shift required $100 s$ to converge within its $1-\sigma$ estimation error bands. It should be noted that all $1-\sigma$ estimation error bands were bounded. These figures show that the PVH aided INS architecture can
estimate the vehicle's kinematic state as well as the accelerometer and gyro null shifts for the vehicle maneuver in scenario A.

Figures 6 and 7 show that the EKF computed a biased estimate of the gyro null shift of approximately $0.09^{\circ} / \mathrm{s}$. The biased estimate of the gyro null shift resulted in an estimation error of the vehicle's heading angle. The EKF computed unbiased estimates of the four remaining vehicle kinematic states. The estimates of the accelerometer null shifts show the effect of both the correlated and uncorrelated bias components. Furthermore, these figures show that the estimates of the vehicle's position and velocity vectors as well as the accelerometer null shifts converged to within their $1-\sigma$ estimation error bands. It should be noted that the $1-\sigma$ estimation error bands for the heading angle diverged whereas the $1-\sigma$ estimation error bands for the seven remaining states were bounded. These figures show that the vehicle's maneuver in scenario A was insufficient to enable the PV aided INS architecture to estimate the vehicle's heading angle and gyro null shift.

Figures 8 and 9 show that the EKF computed a biased estimate of the gyro null shift of $0.5^{\circ} / s$ and, thus, the EKF was completely unable to estimate the gyro null shift. The biased estimate of the gyro null shift results in a linear estimation error of the vehicle's heading angle. The EKF computed unbiased estimates of the four remaining vehicle kinematic states. The estimates of the accelerometer null shifts showed the effect of both the correlated and uncorrelated bias components. Furthermore, these figures show that the estimates of the vehicle's position and velocity vectors as well as the accelerometer null shifts converged to within their $1-\sigma$ estimation error bands within 50 s . It should be noted that the $1-\sigma$ estimation error bands for the heading angle diverged whereas the $1-\sigma$ estimation error bands for the seven remaining states were bounded. These figures show that the vehicle's maneuver in scenario B was insufficient to enable the P aided INS architecture to estimate the vehicle's heading angle and the gyro bias.

### 4.5 Observability Tests

The observability of the EKFs implemented for the three aided INS architectures can be assessed using the tests discussed in Section 3. The observability test is given in equation (12). The stochastic observability test is outlined in Figure 1. The system matrices for the tests are formulated in Section 4.3. Figures 10 and 11 show the application of the observability tests for scenario A with the PVH aided INS architecture. Figures 12
and 13 show the application of the observability tests for scenario A with the PV aided INS architecture. Figure 14 shows the application of the observability tests for scenario B with the P aided INS architecture. In Figures 10 and 12, the $1-\sigma$ estimation error bands predicted by the $\bar{Q}_{k+1}$ term, equation (19), of the stochastic observability test are represented by solid lines whereas the $1-\sigma$ estimation error bands computed by the EKF are represented by dashed lines.

Figure 10 shows that the stochastic system selected for scenario A and the PVH aided INS architecture is observable because the observability grammian has full rank following two measurement updates. This system is observable because the aiding system sensors directly measure the entire vehicle kinematic state independent of the vehicle maneuver. Therefore, the results of the observability test indicate that this system has met the necessary conditions to ensure the estimated state covariance matrix is bounded.

Figure 10 also shows that the EKF implemented for this stochastic system is stochastically observable because both conditions of the stochastic observability test have been satisfied. First, $\sigma_{\max }\left(\Lambda_{k+1}\right)=0$ following two measurement updates. Therefore, sufficient information is available from the aiding sensor measurements and the vehicle maneuver so that the time evolution of $P_{k+1}$ is independent of $P_{0}$. Second, $\sigma_{\max }\left(\bar{Q}_{k+1}\right)$ is bounded throughout the simulation time frame of 180 s . Therefore, the increases of $P_{k+1}$ due to contributions from the matrices $Q_{k}, \Phi_{k}$, and $\bar{Q}_{k}$ are offset by decreases of $P_{k+1}$ due to contributions from the matrices $H_{k}, R_{k}, \Phi_{k}$, and $\bar{Q}_{k}$.

Figure 11 shows the effect of assuming that $\Delta_{k+1}\left(\alpha^{-1}\right)$, equations (17) and (19), consists of infinitesimal components whose contributions to $P_{k+1}$ can be neglected. The 1$\sigma$ estimation error bands predicted by $\bar{Q}_{k+1}$ are of the same magnitude and have the same convergence rate as the $1-\sigma$ estimation error bands computed by the EKF. Therefore, the results of the stochastic observability test predict that the EKF implemented for scenario A and the PVH aided INS architecture will be stochastically observable. Figures 4 and 5 confirm this result.

Figure 12 shows that the stochastic system selected for scenario A and the PV aided INS architecture is observable because the observability grammian has full rank following thirteen measurement updates. This system is observable because the aiding sensors directly measure the vehicle's position and velocity vectors independent of the vehicle maneuver. Furthermore, the vehicle's angular acceleration allows the aiding sensors to indirectly measure the vehicle's heading angle. Therefore, the results of the observability
test indicate that this system has met the necessary conditions to ensure the estimated state covariance matrix is bounded.

However, Figure 12 also shows that the EKF implemented for this system is stochastically unobservable because both conditions of the stochastic observability test have not been satisfied. First, $\sigma_{\max }\left(\Lambda_{k+1}\right)=0$ following 133 measurement updates. Therefore, sufficient information is available from the aiding sensor measurements and the vehicle maneuver so that the time evolution of $P_{k+1}$ is independent of $P_{0}$. But, $\sigma_{\max }\left(\bar{Q}_{k+1}\right)$ is not bounded and increases throughout the simulation times of 40 s to 180 s . Therefore, the increases of $P_{k+1}$ due to contributions from the matrices $Q_{k}, \Phi_{k}$, and $\bar{Q}_{k}$ are not offset by decreases of $P_{k+1}$ due to contributions from the matrices $H_{k}, R_{k}, \Phi_{k}$, and $\bar{Q}_{k}$.

The system is observable because the modes of the state vector are persistently excited by the vehicle's angular acceleration. However, observability does not guarantee that the estimated state covariance matrix will be bounded because the noise covariance matrices and initial state covariance matrix are not incorporated into the observability test. The stochastic observability test indicates that alternative aiding sensors, vehicle maneuvers, or process noise covariance matrix must be selected in the design of the stochastic system to bound the estimate state covariance matrix. In this case, the vehicle maneuver of scenario A was insufficient for the aiding system sensors to indirectly measure the vehicle's heading angle.

Figure 13 shows the effect of assuming that $\Delta_{k+1}\left(\alpha^{-1}\right)$ consists of infinitesimal components whose contributions to $P_{k+1}$ can be neglected. The $1-\sigma$ estimation error bands predicted by $\bar{Q}_{k+1}$ are of the same order of magnitude and have the same convergence rate as the $1-\sigma$ estimation error bands computed by the EKF. Therefore, the results of the stochastic observability test predict that the EKF implemented for scenario A and the PV aided INS architecture will be stochastically unobservable. Furthermore, $\bar{Q}_{k+1}$ identifies the modes that lead to the stochastic unobservability of a system. However, Figures 6 and 7 also show the limitations of the stochastic observability test. These figures show the estimate of the gyro null shift has a bias of $0.09^{\circ} / \mathrm{s}$. The stochastic observability test can not predict a bias in the estimates of the state mean vector but can predict whether the estimated state covariance matrix is bounded. Figures 6 and 7 confirm this result.

Figure 14 shows that the stochastic system selected for scenario $B$ and the $P$ aided INS architecture is unobservable because the observability grammian does not have full rank. This system is unobservable because the vehicle maneuver does not allow the aiding sensors
to measure the vehicle's heading angle. Figure 14 also shows that the EKF implemented for the system is stochastically unobservable because $\sigma_{\max }\left(\Lambda_{k+1}\right) \neq 0$. Therefore, sufficient information was not available from aiding sensor measurements and the vehicle maneuver to bound the estimated state covariance matrix. The results of the stochastic observability test predict that the EKF implemented for scenario B and the P aided INS architecture will be stochastically unobservable. Figures 8 and 9 confirm this result.

## 5 Conclusions

In this paper, we developed a test to assess the stochastic observability of KFs implemented for discrete LTV stochastic systems consisting of known, deterministic time-varying parameters. We refer to stochastic observability as convergence of the state covariance matrix to within a user specified bound. We note, however, that there is no standard definition of stochastic observability. In [28], the concept of stochastic observability is extended to that of estimability which implies that the posterior state covariance matrix is smaller than the prior state covariance matrix. In [11], the concept of stochastic observability is extended to LTV stochastic systems consisting of stochastic parameters.

The test developed in Section 3 can be used to assess stochastic observability, first, for large initial state covariance matrices, second, for the selection of the system matrices including the process noise and measurement noise covariance matrices, and, third, for the selection of a vehicle maneuver. The test requires computation of the maximum singular value of two matrices formulated from the system matrices and the Riccati equation. The dimensions of these matrices correspond to the dimensions of the state vector.

The stochastic observability test was developed based on two assumptions. First, the system matrices consist of known, deterministic time-varying parameters. The applications of this test include nonlinear systems linearized about the true state vector trajectory. Therefore, this test can be used as a tool to evaluate EKF performance for different state vector trajectories prior to real-time implementation. Second, the statistics of the initial state vector are completely uncertain. Therefore, this test provides sufficient, but not necessary, conditions for the stochastic observability of a KF implemented for a system.

We illustrated the application of the stochastic observability test using the transfer alignment of an aided INS. In this application, vehicle maneuvers are selected to make the heading angle observable. However, we selected a sensor set and vehicle maneuver
to illustrate that while the system was observable, the KF implemented for the system was stochastically unobservable. Therefore, observability is only a necessary, but not sufficient, condition for the stochastic observability of a system. We then assessed the stochastic observability of the system using the same sensor set and vehicle maneuver to demonstrate the stochastic observability test will indicate that the EKF implemented for the system is stochastically unobservable. Furthermore, the test indicated that the stochastic unobservability of the system was due to the system matrices and not the initial state covariance matrix.

The stochastic observability test has several limitations. First, the test can not be used to assess the convergence and stability of the estimated state mean vector. Therefore, the test can not predict a bias error in the estimated state mean vector. Second, the test can not be used with system matrices consisting of unknown, deterministic time-varying parameters or stochastic parameters. Therefore, the test can not be used to assess the stochastic observability of EKFs implemented for nonlinear systems linearized about the estimated state vector trajectory. Third, the test does not provide statistical conditions on how sensors, sensor locations, sensor models, system matrices, or the state vector trajectory should be selected to ensure a KF implemented for a system is stochastically observable.
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## Appendix A

The objective of Appendix A is to prove Lemmas 1 and 2. This appendix is organized as follows. In Section A.1, we prove three supporting Lemmas that are required in the proof of Lemmas 1 and 2. In Section A.2, we prove Lemma 1. In Section A.3, we prove Lemma 2.

## A. 1 Supporting Lemmas

We first make four assumptions without loss of generality and review the inverses of a block matrix and a matrix series expansion.

Assumption A.1: $\Theta \in \mathcal{M}_{r}^{n \times p}$
Assumption A.2: $\Theta$ has the singular value decomposition

$$
\begin{equation*}
\Theta=U \Sigma V^{T} \tag{A.1}
\end{equation*}
$$

where $U$ and $V$ refer to $n \times n$ and $p \times p$ unitary matrices, respectively,

$$
\begin{gathered}
U^{T} U=U U^{T}=I_{n} \\
V^{T} V=V V^{T}=I_{p}
\end{gathered}
$$

$\Sigma$ refers to a $n \times p$ matrix with rank $r$

$$
\Sigma=\left[\begin{array}{cc}
\Sigma_{r} & 0_{r \times p-r} \\
0_{n-r \times r} & 0_{n-r \times p-r}
\end{array}\right]
$$

and $\Sigma_{r}$ refers to a full rank, $r \times r$ matrix with the singular values of $\Theta$ along its diagonal. Assumption A.3: The symmetric matrix $M\left(\alpha^{-1}\right) \in \mathcal{M}_{r}^{p \times p}$ is analytic at $\alpha=\infty$ and has the following series expansion with constant term equal to the identity matrix

$$
M\left(\alpha^{-1}\right)=\left[\begin{array}{cc}
X & Y  \tag{A.2}\\
Y^{T} & Z
\end{array}\right]=I+\sum_{i=1}^{\infty} \alpha^{-i} M_{i}
$$

where

$$
\begin{array}{rlrl}
M_{i} & =\left[\begin{array}{cc}
X_{i} & Y_{i} \\
Y_{i}^{T} & Z_{i}
\end{array}\right] & \\
X & =I+\sum_{i=1}^{\infty} \alpha^{-i} X_{i} & & X \in \mathcal{M}^{r \times r} \\
Y & =\sum_{i=1}^{\infty} \alpha^{-i} Y_{i} & Y \in \mathcal{M}^{r \times p-r} \\
Z & =I+\sum_{i=1}^{\infty} \alpha^{-i} Z_{i} & & Z \in \mathcal{M}_{p-r}^{p-r \times p-r}
\end{array}
$$

Assumption A.4: The symmetric matrix $\hat{M}\left(\alpha^{-1}\right) \in \mathcal{M}_{r}^{p \times p}$ is analytic at $\alpha=\infty$ and has the following series expansion with constant term equal to the identity matrix

$$
\hat{M}\left(\alpha^{-1}\right)=V^{-1} M V=\left[\begin{array}{cc}
\hat{X} & \hat{Y}  \tag{A.3}\\
\hat{Y}^{T} & \hat{Z}
\end{array}\right]=I+\sum_{i=1}^{\infty} \alpha^{-i} \hat{M}_{i}
$$

where

$$
\begin{array}{rlr}
\hat{M}_{i} & =\left[\begin{array}{cc}
\hat{X}_{i} & \hat{Y}_{i} \\
\hat{Y}_{i}^{T} & \hat{Z}_{i}
\end{array}\right] & \\
\hat{X} & =I+\sum_{i=1}^{\infty} \alpha^{-i} \hat{X}_{i} & \hat{X} \in \mathcal{M}^{r \times r} \\
\hat{Y} & =\sum_{i=1}^{\infty} \alpha^{-i} \hat{Y}_{i} & \hat{Y} \in \mathcal{M}^{r \times p-r} \\
\hat{Z} & =I+\sum_{i=1}^{\infty} \alpha^{-i} \hat{Z}_{i} & \hat{Z} \in \mathcal{M}_{p-r}^{p-r \times p-r}
\end{array}
$$

## A.1.1 Block Matrix Inversion

Consider $A \in \mathcal{M}^{m \times m}$ where

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{A.4}\\
A_{21} & A_{22}
\end{array}\right]
$$

and where $A_{11}, A_{12}, A_{21}$, and $A_{22}$ are matrices of compatible dimension. The inverse of $A$ can be written as [20]

$$
\begin{align*}
& D_{11}=A_{11}-A_{12} A_{22}^{-1} A_{21}  \tag{A.5}\\
& A^{-1}=\left[\begin{array}{cc}
D_{11}^{-1} & -D_{11}^{-1} A_{12} A_{22}^{-1} \\
-A_{22}^{-1} A_{21} D_{11}^{-1} & A_{22}^{-1}+A_{22}^{-1} A_{21} D_{11}^{-1} A_{12} A_{22}^{-1}
\end{array}\right] \tag{A.6}
\end{align*}
$$

## A.1.2 Matrix Series Inversion

Consider $A \in \mathcal{M}^{m \times m}$ with series expansion

$$
\begin{equation*}
A=I+\alpha^{-1} A_{1}+\alpha^{-2} A_{2}+\alpha^{-3} A_{3}+\cdots \tag{A.7}
\end{equation*}
$$

The inverse of $A$ can be written as

$$
\begin{equation*}
A^{-1}=I+\alpha^{-1} \hat{A}_{1}+\alpha^{-2} \hat{A}_{2}+\alpha^{-3} \hat{A}_{3}+\cdots \tag{A.8}
\end{equation*}
$$

where $\hat{A}_{1}=-A_{1}, \hat{A}_{2}=A_{1}^{2}-A_{2}$, and $\hat{A}_{3}=-A_{1}^{3}+A_{1} A_{2}+A_{2} A_{1}-A_{3}$.

## A.1.3 Supporting Lemmas

Lemma A.1: Given the matrices $\Theta, M$, and $\hat{M}$ as defined in Assumptions A.1-A.4, then

$$
\begin{equation*}
\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1}=\alpha \Pi_{\mathcal{N}(\Theta)}+V \Xi_{0} V^{T}+\alpha^{-1} V \Xi_{1} V^{T}+\alpha^{-2} V \Xi_{2} V^{T}+\cdots \tag{A.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Xi_{0}=\left[\begin{array}{cc}
\Sigma_{r}^{-2} & 0 \\
0 & -\hat{Z}_{1}
\end{array}\right] \\
& \Xi_{1}=\left[\begin{array}{cc}
-\Sigma_{r}^{-4} & -\Sigma_{r}^{-2} \hat{Y}_{1} \\
-\hat{Y}_{1}^{T} \Sigma_{r}^{-2} & \hat{Z}_{1}^{2}-\hat{Z}_{2}
\end{array}\right] \\
& \Xi_{2}=\left[\begin{array}{ll}
\xi_{11} & \xi_{12} \\
\xi_{21} & \xi_{22}
\end{array}\right] \\
& \xi_{11}=\Sigma_{r}^{-2}\left(\Sigma_{r}^{-4}-\hat{X}_{1} \Sigma_{r}^{-2}\right) \\
& \xi_{12}=-\Sigma_{r}^{-2} \hat{Y}_{2}+\Sigma_{r}^{-2} \hat{Y}_{1} \hat{Z}_{1}+\Sigma_{r}^{-4} \hat{Y}_{1} \\
& \xi_{21}=-\hat{Y}_{2}^{T} \Sigma_{r}^{-2}+\hat{Z}_{1} \hat{Y}_{1}^{T} \Sigma_{r}^{-2}+\hat{Y}_{1}^{T} \Sigma_{r}^{-4} \\
& \xi_{22}=-\hat{Z}_{1}^{3}+\hat{Z}_{1} \hat{Z}_{2}+\hat{Z}_{2} \hat{Z}_{1}-\hat{Z}_{3}+\hat{Y}_{1}^{T} \Sigma_{r}^{-2} \hat{Y}_{1}
\end{aligned}
$$

Proof: If we rewrite $\Theta$ using its singular value decomposition, then

$$
\begin{equation*}
\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1}=V\left(\alpha^{-1} \hat{M}+\Sigma^{T} \Sigma\right)^{-1} V^{-1} \tag{A.10}
\end{equation*}
$$

If we rewrite $\hat{M}$ using Assumption A.4, then

$$
\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1}=V\left[\begin{array}{cc}
\alpha^{-1} \hat{X}+\Sigma_{r}^{2} & \alpha^{-1} \hat{Y}  \tag{A.11}\\
\alpha^{-1} \hat{Y}^{T} & \alpha^{-1} \hat{Z}
\end{array}\right]^{-1} V^{-1}
$$

The inverse term of equation (A.11) can be computed using the matrix inversion lemma given in equations (A.4)-(A.6). If we compare equation (A.11) to equations (A.4) and (A.5), then

$$
\begin{align*}
& A_{11}=\alpha^{-1} \hat{X}+\Sigma_{r}^{2}  \tag{A.12a}\\
& A_{12}=\alpha^{-1} \hat{Y}  \tag{A.12b}\\
& A_{21}=\alpha^{-1} \hat{Y}^{T}  \tag{A.12c}\\
& A_{22}=\alpha^{-1} \hat{Z}  \tag{A.12d}\\
& D_{11}=\Sigma_{r}^{2}+\alpha^{-1}\left(\hat{X}-\hat{Y} \hat{Z}^{-1} \hat{Y}^{T}\right) \tag{A.12e}
\end{align*}
$$

In equation (A.12e), if we rewrite $\hat{Z}^{-1}$ using equation (A.8), then the series expansion of $\hat{X}-\hat{Y} \hat{Z}^{-1} \hat{Y}^{T}$ can be written as

$$
\begin{align*}
\hat{X}-\hat{Y} \hat{Z}^{-1} \hat{Y}^{T}=I & +\alpha^{-1} \hat{X}_{1}+\alpha^{-2}\left(\hat{X}_{2}-\hat{Y}_{1} \hat{Y}_{1}^{T}\right) \\
& +\alpha^{-3}\left(\hat{X}_{3}-\hat{Y}_{1} \hat{Y}_{2}^{T}-\hat{Y}_{2} \hat{Y}_{1}^{T}+\hat{Y}_{1} \hat{Z}_{1} \hat{Y}_{1}^{T}\right)+\cdots \tag{A.13}
\end{align*}
$$

If we substitute equations (A.12) and (A.13) into equation (A.6), then equation (A.11) can be rewritten as

$$
\begin{gather*}
\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1}=\alpha V \\
\left.+\begin{array}{cc}
0 & 0 \\
0 & I
\end{array}\right] V^{-1}+V \Xi_{0} V^{-1}+\alpha^{-1} V \Xi_{1} V^{-1}  \tag{A.14}\\
+\alpha^{-2} V \Xi_{2} V^{-1}+\cdots
\end{gather*}
$$

where $\Xi_{0}, \Xi_{1}$, and $\Xi_{2}$ are defined in equation (A.9). The intermediate steps of this proof are given in [29, pp. 169-172].

Lemma A.2: Given the matrices $\Theta, M$, and $\hat{M}$ as defined in Assumptions A.1-A.4, then

$$
\begin{equation*}
\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1} \Theta^{T}=\left(\Theta^{T} \Theta\right)^{\dagger} \Theta^{T}+\alpha^{-1} V \Xi_{1} \Sigma^{T} U^{T}+\alpha^{-2} V \Xi_{2} \Sigma^{T} U^{T}+\cdots \tag{A.15}
\end{equation*}
$$

where $\Xi_{1}$ and $\Xi_{2}$ are defined in equation (A.9).

Proof: If we rewrite $\Theta$ using its singular value decomposition and appeal to Lemma A.1, then

$$
\begin{align*}
& \left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1} \Theta^{T}=\alpha V\left[\begin{array}{cc}
0 & 0 \\
0 & I
\end{array}\right] \Sigma^{T} U^{T}+V \Xi_{0} \Sigma^{T} U^{T} \\
& +\alpha^{-1} V \Xi_{1} \Sigma^{T} U^{T}+\alpha^{-2} V \Xi_{2} \Sigma^{T} U^{T}+\cdots \\
& =V\left[\begin{array}{cc}
\left(\Sigma_{r}^{-2}\right) \Sigma_{r} & 0 \\
0 & 0
\end{array}\right] U^{T}+\alpha^{-1} V \Xi_{1} \Sigma^{T} U^{T} \\
& +\alpha^{-2} V \Xi_{2} \Sigma^{T} U^{T}+\cdots \tag{A.16}
\end{align*}
$$

where $\Xi_{0}$ is defined in equation (A.9).

Lemma A.3: Given the matrices $\Theta, M$, and $\hat{M}$ as defined in Assumptions A.1-A.4, then

$$
\begin{equation*}
\Theta\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1} \Theta^{T}=\Theta\left(\Theta^{T} \Theta\right)^{\dagger} \Theta^{T}-\alpha^{-1} \Theta\left(\left(\Theta^{T} \Theta\right)^{\dagger}\right)^{2} \Theta^{T}+\alpha^{-2} U \Sigma \Xi_{2} \Sigma^{T} U^{T}+\cdots \tag{A.17}
\end{equation*}
$$

where $\Xi_{1}$ and $\Xi_{2}$ are defined in equation (A.9).

Proof: If we rewrite $\Theta$ using its singular value decomposition and appeal to Lemma A.1, then

$$
\begin{align*}
\Theta\left(\alpha^{-1} M+\Theta^{T} \Theta\right)^{-1} \Theta^{T}= & \alpha U \Sigma\left[\begin{array}{cc}
0 & 0 \\
0 & I
\end{array}\right] \Sigma^{T} U^{T}+U \Sigma \Xi_{0} \Sigma^{T} U^{T} \\
& +\alpha^{-1} U \Sigma \Xi_{1} \Sigma^{T} U^{T}+\alpha^{-2} U \Sigma \Xi_{2} \Sigma^{T} U^{T}+\cdots \\
= & U\left[\begin{array}{cc}
\Sigma_{r}\left(\Sigma_{r}^{-2}\right) \Sigma_{r} & 0 \\
0 & 0
\end{array}\right] U^{T} \\
& +\alpha^{-1} U\left[\begin{array}{cc}
-\Sigma_{r}\left(\Sigma_{r}^{-4}\right) \Sigma_{r} & 0 \\
0 & 0
\end{array}\right] U^{T} \\
& +\alpha^{-2} U \Sigma \Xi_{2} \Sigma^{T} U^{T}+\cdots \tag{A.18}
\end{align*}
$$

## A. 2 Lemma 1: Proof

Consider the time-varying Riccati equation

$$
\begin{equation*}
P_{k+1}=\Phi_{k} P_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}-\Phi_{k} P_{k} H_{k}^{T}\left(R_{k}+H_{k} P_{k} H_{k}^{T}\right)^{-1} H_{k} P_{k} \Phi_{k}^{T} \tag{A.19}
\end{equation*}
$$

where the matrices of equation (A.19) are defined in Section 2.
Let the initial state covariance matrix be diagonal with equal uncertainty for all states of the state mean vector

$$
\begin{equation*}
P_{0}=\alpha I \quad \alpha \in \Re, \alpha>0 \tag{A.20}
\end{equation*}
$$

If equation (A.20) is substituted into equation (A.19), then $P_{1}$ can be written as

$$
\begin{equation*}
P_{1}=\alpha \Phi_{0} \Phi_{0}^{T}+\Gamma_{0} Q_{0} \Gamma_{0}^{T}-\alpha \Phi_{0} H_{0}^{T}\left(\alpha^{-1} R_{0}+H_{0} H_{0}^{T}\right)^{-1} H_{0} \Phi_{0}^{T} \tag{A.21}
\end{equation*}
$$

If we define

$$
\begin{align*}
M_{0} & =I  \tag{A.22}\\
\Theta_{0} & =H_{0}^{T} \Upsilon_{0}^{-1}  \tag{A.23}\\
\Upsilon_{0}^{T} \Upsilon_{0} & =R_{0} \tag{A.24}
\end{align*}
$$

where $\Upsilon_{0}=R_{0}^{1 / 2}$, then $P_{1}$ can be rewritten as

$$
\begin{equation*}
P_{1}=\alpha \Phi_{0} \Phi_{0}^{T}+\Gamma_{0} Q_{0} \Gamma_{0}^{T}-\alpha \Phi_{0} \Theta_{0}\left(\alpha^{-1} M_{0}+\Theta_{0}^{T} \Theta_{0}\right)^{-1} \Theta_{0}^{T} \Phi_{0}^{T} \tag{A.25}
\end{equation*}
$$

If we appeal to Lemma A. 3 and note that $M_{0}$ is not a function of $\alpha$, then $P_{1}$ can be rewritten as

$$
\begin{align*}
P_{1}=\alpha & \Phi_{0}\left[I-\Theta_{0}\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger} \Theta_{0}^{T}\right] \Phi_{0}^{T} \\
& +\Gamma_{0} Q_{0} \Gamma_{0}^{T}+\Phi_{0} \Theta_{0}\left(\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger}\right)^{2} \Theta_{0}^{T} \Phi_{0}^{T} \\
& -\Phi_{0}\left[\alpha^{-1} \Theta_{0}\left(\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger}\right)^{4} \Theta_{0}^{T}+\cdots\right] \Phi_{0}^{T} \tag{A.26}
\end{align*}
$$

In equation (A.26), the term $\Theta_{0}\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger} \Theta_{0}^{T}$ is the projector of a vector onto the range space of $\Theta_{0}$ whereas the term $I-\Theta_{0}\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger} \Theta_{0}^{T}$ is the projector of a vector onto the orthogonal complement of the range space of $\Theta_{0}$

$$
\begin{align*}
\Theta_{0}\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger} \Theta_{0}^{T} & =\Pi_{\mathcal{R}\left(\Theta_{0}\right)}  \tag{A.27a}\\
I-\Theta_{0}\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger} \Theta_{0}^{T} & =\Pi_{\mathcal{N}\left(\Theta_{0}^{T}\right)} \tag{A.27b}
\end{align*}
$$

If equation (A.27) is substituted into equation (A.26), then $P_{1}$ can be rewritten as

$$
\begin{equation*}
P_{1}=\alpha \Lambda_{1}+\bar{Q}_{1}+\Delta_{1}\left(\alpha^{-1}\right) \tag{A.28}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi_{\mathcal{N}\left(\Theta_{0}^{T}\right)} & =\Omega_{0} \Omega_{0}^{T}  \tag{A.28a}\\
\Lambda_{1} & =\Phi_{0} \Omega_{0} \Omega_{0}^{T} \Phi_{0}^{T}  \tag{A.28b}\\
\bar{Q}_{1} & =\Gamma_{0} Q_{0} \Gamma_{0}^{T}+\Phi_{0} \Theta_{0}\left(\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger}\right)^{2} \Theta_{0}^{T} \Phi_{0}^{T}  \tag{A.28c}\\
\Delta_{1}\left(\alpha^{-1}\right) & =-\Phi_{0}\left[\alpha^{-1} \Theta_{0}\left(\left(\Theta_{0}^{T} \Theta_{0}\right)^{\dagger}\right)^{4} \Theta_{0}^{T}+\cdots\right] \Phi_{0}^{T} \tag{A.28d}
\end{align*}
$$

and where $\Omega_{0}$ has the same rank as $\Pi_{\mathcal{N}\left(\Theta_{0}^{T}\right)}$. The intermediate steps in the derivation of $P_{1}$ are given in [29, pp. 174-176].

Equation (A.28) suggests that the general form of $P_{k}$ is

$$
\begin{equation*}
P_{k}=\alpha \Lambda_{k}+\bar{Q}_{k}+\Delta_{k}\left(\alpha^{-1}\right) \tag{A.29}
\end{equation*}
$$

If equation (A.29) is substituted into equation (A.19), then $P_{k+1}$ can be rewritten as

$$
\begin{align*}
P_{k+1}=\alpha & \Phi_{k, 0} \Omega_{0, k-1} \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T}+\Phi_{k} \bar{Q}_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}+\Phi_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k}\left(\alpha \Phi_{k-1,0} \Omega_{0, k-1} \Omega_{0, k-1}^{T} \Phi_{k-1,0}^{T}+\bar{Q}_{k}+\Delta_{k}\right) H_{k}^{T} \times \\
& \times\left[R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T}+H_{k} \Delta_{k} H_{k}^{T}+\alpha H_{k} \Phi_{k-1,0} \Omega_{0, k-1} \Omega_{0, k-1}^{T} \Phi_{k-1,0}^{T} H_{k}^{T}\right]^{-1} \times \\
& \times H_{k}\left(\alpha \Phi_{k-1,0} \Omega_{0, k-1} \Omega_{0, k-1}^{T} \Phi_{k-1,0}^{T}+\bar{Q}_{k}+\Delta_{k}\right) \Phi_{k}^{T} \tag{A.30}
\end{align*}
$$

The terms of equation (A.30) can now be expanded so that the $\alpha$ terms can be identified and collected. If we define

$$
\begin{align*}
M_{k} & =I+\Upsilon_{k}^{-T} H_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}  \tag{A.31}\\
\Theta_{k} & =\Omega_{0, k-1}^{T} \Phi_{k-1,0}^{T} H_{k}^{T} \Upsilon_{k}^{-1}  \tag{A.32}\\
\Upsilon_{k}^{T} \Upsilon_{k} & =R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T} \tag{A.33}
\end{align*}
$$

where $\Upsilon_{k}=\left(R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T}\right)^{1 / 2}$ and we appeal to Lemmas A.1-A.3, then $P_{k+1}$ can be written as

$$
\begin{align*}
P_{k+1}=\alpha & \Phi_{k, 0} \Omega_{0, k-1} \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T}+\Phi_{k} \bar{Q}_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}+\Phi_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k, 0} \Omega_{0, k-1}\left[\alpha \Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T}-\Theta_{k}\left(\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}\right)^{2} \Theta_{k}^{T}\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
& \quad-\Phi_{k, 0} \Omega_{0, k-1}\left[\alpha^{-1} \Theta_{k}\left(\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}\right)^{4} \Theta_{k}^{T}+\cdots\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
& -\Phi_{k, 0} \Omega_{0, k-1}\left[\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}+\alpha^{-1} U_{k} \Sigma_{k} \Xi_{k, 1}^{T} V_{k}^{T}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k, 0} \Omega_{0, k-1}\left[\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}+\alpha^{-1} U_{k} \Sigma_{k} \Xi_{k, 1}^{T} V_{k}^{T}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T}+\alpha^{-1} V_{k} \Xi_{k, 1} \Sigma_{k}^{T} U_{k}^{T}+\cdots\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T}+\alpha^{-1} V_{k} \Xi_{k, 1} \Sigma_{k}^{T} U_{k}^{T}+\cdots\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \tag{A.34}
\end{align*}
$$

In equation (A.34), the term $\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T}$ is the projector of a vector onto the range space of $\Theta_{k}$ whereas the term $I-\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T}$ is the projector of a vector onto the orthogonal complement of the range space of $\Theta_{k}$

$$
\begin{align*}
\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T} & =\Pi_{\mathcal{R}\left(\Theta_{k}\right)}  \tag{A.35a}\\
I-\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T} & =\Pi_{\mathcal{N}\left(\Theta_{k}^{T}\right)} \tag{A.35b}
\end{align*}
$$

If equation (A.35) is substituted into equation (A.34), then $P_{k+1}$ can be written as

$$
\begin{equation*}
P_{k+1}=\alpha \Lambda_{k+1}+\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right) \tag{A.36}
\end{equation*}
$$

where

$$
\begin{align*}
& \Pi_{\mathcal{N}\left(\Theta_{k}^{T}\right)}= \Omega_{k} \Omega_{k}^{T}  \tag{A.36a}\\
& \Lambda_{k+1}= \Phi_{k, 0} \Omega_{0, k} \Omega_{0, k}^{T} \Phi_{k, 0}^{T}  \tag{A.36b}\\
& \bar{Q}_{k+1}= \Phi_{k} \\
& \bar{Q}_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T} \\
&+\Phi_{k, 0} \Omega_{0, k-1} \Theta_{k}\left(\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}\right)^{2} \Theta_{k}^{T} \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
&-\Phi_{k, 0} \Omega_{0, k-1} \Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
&-\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T} \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T}  \tag{A.36c}\\
&-\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1} \Pi_{\mathcal{N}\left(\Theta_{k}\right)} \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& \Delta_{k+1}\left(\alpha^{-1}\right)=\Phi_{k} \Delta_{k} \Phi_{k}^{T} \\
&-\Phi_{k, 0} \Omega_{0, k-1}\left[\alpha^{-1} \Theta_{k}\left(\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}\right)^{4} \Theta_{k}^{T}+\cdots\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
&-\Phi_{k, 0} \Omega_{0, k-1}\left[\alpha^{-1} U_{k} \Sigma_{k} \Xi_{k, 1}^{T} V_{k}^{T}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
&-\Phi_{k, 0} \Omega_{0, k-1}\left[\Theta_{k}\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger}+\alpha^{-1} U_{k} \Sigma_{k} \Xi_{k, 1}^{T} V_{k}^{T}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \\
&-\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\alpha^{-1} V_{k} \Xi_{k, 1} \Sigma_{k}^{T} U_{k}^{T}+\cdots\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
&-\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
&-\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \\
&-\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\left(\Theta_{k}^{T} \Theta_{k}\right)^{\dagger} \Theta_{k}^{T}+\alpha^{-1} V_{k} \Xi_{k, 1} \Sigma_{k}^{T} U_{k}^{T}+\cdots\right] \Omega_{0, k-1}^{T} \Phi_{k, 0}^{T} \\
&-\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
&-\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[\Pi_{\mathcal{N}\left(\Theta_{k}\right)}+\alpha^{-1} V_{k} \Xi_{k, 0} V_{k}^{-1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T}(A .36 d)
\end{align*}
$$

and where $\Omega_{k}$ has the same rank as $\Pi_{\mathcal{N}\left(\Theta_{k}^{T}\right)}$. The intermediate steps in the derivation of $P_{k+1}$ are given in [29, pp. 184-188].

## A. 3 Lemma 2: Proof

If $\sigma_{\max }\left(\Lambda_{k}\right)=0$, then the general form of $P_{k}$, equation (A.29), is

$$
\begin{equation*}
P_{k}=\bar{Q}_{k}+\Delta_{k}\left(\alpha^{-1}\right) \tag{A.37}
\end{equation*}
$$

If equation (A.37) is substituted into equation (A.19), then $P_{k+1}$ can be rewritten as

$$
\begin{align*}
P_{k+1}=\Phi_{k} & \bar{Q}_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}+\Phi_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k}\left(\bar{Q}_{k}+\Delta_{k}\right) H_{k}^{T} \times \\
& \times\left[R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T}+H_{k} \Delta_{k} H_{k}^{T}\right]^{-1} H_{k}\left(\bar{Q}_{k}+\Delta_{k}\right) \Phi_{k}^{T} \tag{A.38}
\end{align*}
$$

The terms of equation (A.38) can now be expanded so that the $\alpha$ terms can be identified and collected. If we define

$$
\begin{align*}
M_{k} & =I+\Upsilon_{k}^{-T} H_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}  \tag{A.39}\\
\Upsilon_{k}^{T} \Upsilon_{k} & =R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T} \tag{A.40}
\end{align*}
$$

where $\Upsilon_{k}=\left(R_{k}+H_{k} \bar{Q}_{k} H_{k}^{T}\right)^{1 / 2}$, then equation (A.38) can be written as

$$
\begin{align*}
P_{k+1}=\Phi_{k} & \bar{Q}_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}+\Phi_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1} M_{k}^{-1} \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1} M_{k}^{-1} \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1} M_{k}^{-1} \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1} M_{k}^{-1} \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \tag{A.41}
\end{align*}
$$

If we rewrite the $M^{-1}$ term using equation (A.8), then equation (A.41) can be rewritten as

$$
\begin{equation*}
P_{k+1}=\bar{Q}_{k+1}+\Delta_{k+1}\left(\alpha^{-1}\right) \tag{A.42}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{Q}_{k+1}= & \Phi_{k} \bar{Q}_{k} \Phi_{k}^{T}+\Gamma_{k} Q_{k} \Gamma_{k}^{T}-\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1} \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T}  \tag{A.42a}\\
\Delta_{k+1}\left(\alpha^{-1}\right)= & \Phi_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[-\alpha^{-1} M_{k, 1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \bar{Q}_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[I-\alpha^{-1} M_{k, 1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[I-\alpha^{-1} M_{k, 1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \bar{Q}_{k} \Phi_{k}^{T} \\
& -\Phi_{k} \Delta_{k} H_{k}^{T} \Upsilon_{k}^{-1}\left[I-\alpha^{-1} M_{k, 1}+\cdots\right] \Upsilon_{k}^{-T} H_{k} \Delta_{k} \Phi_{k}^{T} \tag{A.42b}
\end{align*}
$$

The intermediate steps in the derivation of $P_{k+1}$ are given in [29, pp. 188-190].

| $f_{b x 0}, f_{b y 0}$ | 0.1 g |
| :---: | :---: |
| $\tau_{a x}, \tau_{a y}$ | 300 s |
| $\sigma_{a b l x}$ | 0.001 g |
| $\sigma_{a b l y}$ | 0.002 g |
| $\sigma_{a x^{\prime}}, \sigma_{a y}$ | 0.001 g |
| $\omega_{b z 0}$ | $0.5^{\circ} / \mathrm{s}$ |
| $\tau_{g}$ | 300 s |
| $\sigma_{g b l}$ | $0.05^{\circ} / \mathrm{s}$ |
| $\sigma_{g}$ | $0.001^{\circ} / \mathrm{s}$ |
| $\sigma_{p N} \sigma_{p E}$ | 0.1 m |
| $\sigma_{v N^{\prime}} \sigma_{v E}$ | $0.01 \mathrm{~m} / \mathrm{s}$ |
| $\sigma_{\Psi}$ | $0.25^{\circ}$ |
| $g$ | $9.81 \mathrm{~m} / \mathrm{s}^{2}$ |

Table 1: Aided INS Sensor Statistics


Figure 1: Stochastic Observability Test


Figure 2: Vehicle Definition


Figure 3: Aided INS Architecture


Figure 4: Estimated State Mean Vector
Scenario A; PVH Aiding System


Figure 5: Estimated State Error Vector
Scenario A; PVH Aiding System


Figure 6: Estimated State Mean Vector
Scenario A; PV Aiding System


Figure 7: Estimated State Error Vector
Scenario A; PV Aiding System


Figure 8: Estimated State Mean Vector
Scenario B; P Aiding System


Figure 9: Estimated State Error Vector Scenario B; P Aiding System


Figure 10: Observability Tests
Scenario A; PVH Aiding System


Figure 11: Comparison of Estimated Variances
Scenario A; PVH Aiding System


Figure 12: Observability Tests
Scenario A; PV Aiding System


Figure 13: Comparison of Estimated Variances
Scenario A; PV Aiding System


Figure 14: Observability Tests
Scenario B; P Aiding System
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