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Abstract—We analyze the sum-rate performance of a multi- the number of transmit antennas as well as the system SNR in
antenna downlink system carrying more users than transmit order to achieve near-perfect CSIT performance and the full
antennas, with partial channel knowledge at the transmitter due multiplexing gain [13].

to finite rate feedback. In order to exploit multiuser diversity, we
show that the transmitter must have, in addition to directional When there are more users than antentdas>( M), CDI

information, information regarding the quality of each channel. can be used to achieve the full multiplexing gain of the down-
Such information should reflect both the channel magnitude and link channel, but cannot simultaneously benefit from multiuser
the quantization error. Expressions for the SINR distribution and  djversity, i.e. obtain the double logarithmic growth with As
the sum-rate are derived, and tradeoffs between the number of \ya |ater show, the sum rate with only CDI at the transmitter
feedback bits, the number of users, and the SNR are observed. In . ’ : .
particular, for a target performance, having more users reduces is bounded as the number of users is taken to be large while
feedback load. all other parameters (feedback load, number of antennas, and
SNR) are held constant. In order to scale the sum rate at the
optimalloglog K rate, the transmitter must also have channel
) i . ~_quality information (CQI; be it a channel magnitude or SINR
Recent advances in multiuser downlink communicatigitormation), to exploit selection diversity among users as well
channels show that in multiple input multiple output (MIMO);5 control the effect of quantization error in the CDI. Indeed,
systems with ) transmit antennas an& > M single the random beamforming (RBF) scheme proposed in [2] uses
antenna users, the full multiplexing gai can be achieved g|NR feedback and a fewlog, 1) additional feedback bits
by using space-division multiple access schemes such {@serform user selection and achieves the asymptotic sum-
dirty-paper coding (DPC) or transmit beamforming [1]-[Slcapacity ask’ — oo. However, its performance is generally
Moreover, in a large user regim& > M, the sum-capacity poor for practical values ok [6].

grows like M loglog K due to multiuser diversity [3]-[S]. * | this paper, we consider a limited feedback model where
Low-complexity schemes based on zero-forcing beamformiRg ., yser feeds back-bit quantized CDI as well as (un-
(ZFBF) or zero-forcing dirty-paper coding (ZF-DPC) haveyantized) CQI. We propose a low-complexity scheme with a
been proposed that achieve this optimal growth rate [6]-{§]ser selection based on a semi-orthogonal user selection (SUS)
However, all these results are based on the assumption %ciple [6], [7] and a ZFBF precoder. WheB = log, M
perfect channel state information at the transmitter (CSITgyr model reduces to the RBF. We characterize the sum-rate
which may not be a practical assumption. performance of our limited feedback model and show how it

One of the popular models to address the lack of perfegtyies withk'. Our analysis reveals tradeoffs betweBn K,
CSIT is to provide the transmitter with imperfect CSI via 34 SNR. and provides useful design guidelines.
rate constrained feedback channel from each mobile, where ’

each mobile quantizes its vector channel to oneNo= 27
guantization vectors and feeds back the corresponding index.
This feedback is used to capture information regarding only Consider a single cell MIMO broadcast channel with

the spatial direction of the channel (referred to as chanrigdnsmit antennas at the base aRd > M single antenna
direction information, or CDI), and not the channel magnitudesers. We assume users are homogeneous and experience flat
MIMO systems under limited feedback have been studied fBayleigh fading. The signal received by a ugercan be
single user systems [9]-[12] and recently applied to downlirepresented as

systems forK' < M [13], [14]. For single user systems, it has

been shown that only a few feedback bits (roughly on the order yp =hpx+zp, k=1 K @)

of M, the number of transmit antennas) are needed to achigygere h, € C*M is the channel gain vector with zero-
near perfect-CSIT performance. For downlink channels, howsean unit variance i.i.d complex Gaussian entriess the

ever, the feedback load per mobile must be scaled with bqtinsmitted symbol vector containing information symbols to a

This work was supported in part by the National Science Foundation (NS??'eCted set OT usets = {r(1),--- 377(‘S|)} W_it_h an a;VGrage
under CCR-0325639-001 and by LG electronics. power constraintz{||x||?} = P, z is the additive noise with
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a unit variance, angy, is the symbol received by usér The quantized CDI, however, the interference is not completely
transmit symbol vectox is related to information symbols eliminated because the beamforming vectors are chosen or-
sq, 1 € S, via linear beamforminge = Zies w;s;. The user thogonal to the quantized channels and not the actual channels.
setS is chosen to maximize the sum-rate. Assuming|S| = M and allocating equal poweys= P/M to

1) Finite rate feedback model for CDI quantizationVe the M users, the SINR of the selected users are given as
assume that each user has perfect knowledge (CSIR)of

2
and quantizes the direction of its channiel/|/h| to a SINR, = plhwi| 5, keS. 3)
unit norm vectorh,. The quantization is chosen from a Lt p 2 hews]
codebookC = {f;,--- ,fy}, N = 2B, of unit norm vectors

according to the minimum distance criteridn, = f,, with Eﬁg;te asfy, the angle betweety; and h’“ €. cos O =
n = argmaxi<,<y {—Hﬂzufﬂ, and each mobile feeds back Thi - 1hen: the expected SINR at udeis given by
plhywy|? )

the indexn to the transmitter [9]-[11]. After a user s8tis
@+pz#umwm

selected (which is discussed later), the uset$ are supported  p(SINR,) = E
via ZFBF [1], in which the unit-norm beamforming vectors

wi € _CA{XI, i € 8, are chosen to satisfpw; = 0, N plhpwy|? pllhy||2 cos? (05 + ) £ o)
Vj # 4,5 € S. _Such vgc%tors canATbe reTadlly determined = 1+ pllhel?sin®0p — 1+ pf[hy|f? sin 0, )
from the pseudo-lnversé[hﬂ(l),-u ,thl)] )T. Note that 4)

CDI feedback is sufficient for determining ZFBF.
2) CQI feedback modeltn addition to the CDI, each userWhere the expectation is taken over beamforming vectors

feeds back its CQly(hy). We consider two definitions of {w; : j € S,j # k} which the userk knows lie in the

CQI: one using the channel norgih;) = ||h|? in Section subspace orthogonal thy, and ¢ is a constant given by

Ill, and the other using the SINR as the CQI in Section IVp = cos™! %(1 +¢) [7]. We see that in order to

among which we show the latter achieves multiuser diversitpaximize SINR, the transmitter should try to select mutually

We assume the CQI is directly fed baskthout quantization semi-orthogonal users (smad). The inequality (4) is tight

in order to concentrate on the effect of quantization of CDlvhene¢ is small, and wher = 0, the SINR itself becomes

We expect the number of bits for quantizing CQI can be kept

relatively small. _ R SINR;, = ——a = Y6 (0) £ vy (5)
3) User selection:Based on{g(h;)h;,k = 1,--- ,K}, 1+ pl[hy|[? sin” 0

the transmitter performs user selection and ZFBF to supp@fénceforth, for ease of analysis, we uge which approxi-

up to M out of K users at a time. Since finding the optimapates SINR whene is small.

user set that maximizes the sum-rate requires an exhaustivgg optain an upper bound on the sum-rate, we upper-bound

search which is not computationally feasible for moderate g a5

large K, we use a heuristic user selection algorithm based on s s )

the semi-orthogonal user selection (SUS) procedure [6], [7]. Y = pllh | cos® Ok < 08 O 2 5, (6)

Specifically, the transmitter selects the first user from the initial 1+ p||hg||2sin? 6, — sin? 6y ’

user setdy = {1,---,K} as7(l) = argmaxge, g(hy).

pl|hy||? cos? 6y,

Af lectingi he(i + 1)th ? | q whose distribution depends on the quantization codebook
hter s€ eg;f'gi uiefk t<e§éfr fl)tﬁ*user<|s sle ic';e< ,amongdesign. Since the optimal codebook design is in general un-
theusersedl; = {1 <k < K: |hyhy )l <e 1<j<i}as o we resortto a quantization cell approximation used in

m(i+1) = argmaxye 4, g(hy), wheree is a design parameter 111 112]. The approximation is based on the ideal assumption

that dictates the maximum spatial correlation allowed betwegiy,; o-h quantization cell is a Voronoi region of a spherical
guantized channels. In this way, the transmitter can cho

g - O&fp with the surface area © of the total surface area of
users that have high channel qualities and are mutually semla unit sphere. Specifically, for a given codebo®k we

orthogonal in terms of their quantized directions. Under approximate the actual quantization c&} = {h : |hf?|> >
perfect CSIT, this user selection method achieves the optinpﬁ.kﬂz Vi # i} asR; ~ {h : [hff2 > 1 — &} \Z/vhe?e
sum-capacity growth ratd/ loglog K at large K and per- 7 ' - ’
forms quite well for moderatéd as well [6], [7].

§ =277 to give P{R;} = 27B. From this, the cumulative
distribution function (CDF) ofin? 6}, is obtained as

)

I1l. CDI AND MAGNITUDE FEEDBACK 2ByM—-1" <2 <$§
511120(:6) =

In this section we analyze the performance of a naive CQI 1, x> 0.

feedback scheme where each user feeds back its quantized

CDI by, as well as its channel magnitugéh,,) = |[hy]|2. Itis shown in [12] that fomny quantization codeboak and its
The effective channel after the ZFBF is expressed as ~ corresponding CDFF; . 5, we havery,: o(z) > F,e ().
Therefore, the quantization cell approximation yields a perfor-
yr = (hpwy)s, + Z (hpwj)s; + 2k, ke€S. (2) mance upper bound, e.g. higher rate, lower outage probability,
JES.i#k etc! From (7) the probability density function (PDF) 64

If the_CDl was perfect (i.ehy, = hy/|hy|), the second term  1\ymerical results (not included in this paper due to space limitations)
(multiuser interference) would be evaluated to zero. Undstow that this bound is very tight.



can be derived as scaled chi-squareysx%+p(1—6)X§(M71). Note that the signal

2B(M—1) o1 and interference powers are correlated throtigh
fy.(x) = { @™ T =5 ) (8) By the user selection process, thie user has the maximum
0, 0<z<s;-1 SINR among|.A; 4| i.i.d. users. Therefore, it is necessary for

us to characterize the behavior of the maximum of a number of
i.i.d. random variables, for which extreme value theory [15]—
[17], [2, Appendix A], [8, Appendix II] is useful.

Theorem 2:The ith largest order statistic
Y1, , YK, denoted agy;. i, satisfies

Finally, the sum-rate is given by

} <E {Zlog2(1 +7i)

among
€S

E{R}~FE {Zlog2(1 + %)

€S
— Es {Z/{;mlogg(l+x) F5(@)dw ) 3}
M
- B Sy =——(B+logye),
S{ies } M—1 ’
(9)

€S

which is independent ofP and K. This means that the Proof: The choice ofbx in (13) may be inferred from
system not only becomes interference limited as eithesr solving 1 — F,(z) = % Using [16], [8, Theorem 6], with
K increases, but also does not benefit from multiuser diversiy, — , andbx as in (13), we can show that, (z) belongs
even with [|h,||*> feedback: This is because the SINR isto the domain of attraction of Gumbel typi@], [15]. Then,
essentially limited by the CDI quantization erry, of which  the theorem is proved by utilizing [17], [8, Theorem 7], in a

}

1

o < >1_ -
P{\%‘K bK|_,010glogvK}_1 O(logK)’(lz)
B +log, e
M-1

where

28K 28K

the transmitter has no knowledge. Note that the asympto§gnilar manner used in [8, Lemma 6]. u
sum-rate ag” — oo withoutany CQI feedback is also givenTheorem 2 implies that for larg&,

by (9), sincelimp_.,y; = 4;. Therefore, we conclude that

a good CQI should be based on both the channel magnitude S 2BK

(|hx|?) and the CDI quantization erroéy), which motivates Yike = plog pM—1 + Ologlog K). (14)

the use ofy,(¢) as the CQI in the next section. ,
By the law of large numbers, the ratiod;|/K converges

to some constanty;, whereay = 1 since|Aq| = K, and
IV. CDI AND SINR FEEDBACK a; > T=2(i, M —1i), 1 < i< M with I.(a,b) the regularized
In this section we analyze the sum-rate of the finite-ratecomplete beta function [7]. Thus, the sum-rate is given by
feedback scheme with SINR-based CQI. Note that the exact
SINR in (3) is unknown at either the transmitter or receiver.
Therefore, we propose the usegthy) = v, () in (4) which
QBKC%,1
pM—l

M

E{R} ~ E {210& (1 +7isa, 1)
i=1

the uselk can calculate based @r,, 6;, and a given parameter

¢. To simplify analysis, we assume the feedback takes the form >

g(hy,) = 71(0) = v&. In the following theorem we derive the '

distribution of ;. _ _ S
Theorem 1:Consider two independent random variable5actoring i, 4,_,| into the SNR partp and the logarithmic

X ~x3 andY ~ x3.,, ,, and define term A £ log 2521 we can interpret the latter as the

SNR improvement (degradation) factor which includes both

the effect of quantization error and multiuser diversity. From

the expression we can observe the following:

1) Multiuser diversity of an SNR improvement by a factor
of log K [2], [4], [5] is still preserved under quantized
CDI feedback.

The quantitie” and K are interchangeable. Thus, for
a target sum-rate, every doubling of the number of users
saves one feedback bit per user.

For a target SNR improvement (degradatioB)and K
should scale withP? such thatB + log, K = (M —
1)log, P + ¢ for some constant. That is, for a fixed
K, every doubling (3dB increase) of power requires
M —1 additional feedback bits. This result has also been

M

~ Zlog2 (1 + plog

i=1

(15)

_pP(X+(1-0)Y)
N 1+ pdY

Then, under the distribution (7)yx and ~ have identical
distribution with a CDF forz > 1 — 1 given by?

(10)

B_£
27¢ » R Y

(x4 1)M-1" )
(11)
Proof: Omitted. [ ]
Therefore, the interference tepfihy||” sin® 6, has a3 ,, ;)
distribution scaled bypd, and the received signal power
pllhy||? cos? 0, is described as the sum of two independent

Fy(x) 2)

3)

2Note that SINR in (5) and the sum-rate bound in (9) are valid only for

|S| = M. Clearly, when|S| = 1 (i.e. when one gives up the multiplexing
gain), the system is limited only by noise and fully benefits from multiuser
diversity.

3Py (x) for z <
involved.

% — 1 can also be found, but its expression is more

observed in [13] for the case df = M. Alternatively,
for a fixed B, K could scale withP as K oc PM~1
for a targetA, or both B and K could be adjusted
simultaneously to medd+log, K = (M —1) log, P+c.



A. High SNR or high resolution regimes %

T
Sum-capacity

—+ . Perfect
BThe formulas (12)-(15) are valid only when b_olﬁ and 257_; Eéggi‘sfﬁg Sum-capacit
% are large. Moreover, the CDF (11) is valid only for S Boso o Con
Vil Asa| = 2%=1 — 1. Some of these conditions may fail S b1 Efm))
when eitherB or P is large to the degree that a givéhis not Pl o B
large enough to satisfy the conditions. In this subsection we 4 RSP

=
al

characterize these regimes by investigating two limiting cases,
P — oo and B — oo, which correspond to, respectively,
interference limited and noise limited regimes. 10

1) High SNR regime:ln this regime the SINR becomes
limp_ o0 7k = g?jﬁ g: = Ak, whose extremal value is given by
the following theorem:

Theorem 3:The ith largest order statistic among ‘
31,--+ 4K, denoted ag;.k, satisfies % 5 10

P{ log(2P K) — loglog VK < (M — 1) log(1 +9j:x)

Sum-rate (bps/Hz)

Random Beamforming, B=2

15 20 25 30
Average SNR (dB)

Fig. 1. Sum-rateR versus average SNR underM = 4, K = 100, and
1 various B and feedback types.
< log(2BK) + loglog JE} >1-0(——). (186
log K
. ; _ (9B =T _

PLOOf' hChoosmghaK = (2 hK) V=T and bé(l' - —1hwe which the transmitter chooses the best user for each beam.
can show t atF@(:x)_ as aFrechet (M-1) typelimit. Then, e that [log, M| bits are required for feeding back a
(16) is proved by using [17], [8, Theorem 7]. [ ]

user’s beam index. Now, consider our limited feedback system
that employs a randomly generated optimal codebook of size
N = M for CDI quantization. Since the optimal codebook
design for N < M is a set of orthonormal vectors [11],

Thus, for largeK, log(l + 7ix) = 770 log(2PK) +
O(loglog K'). The sum-rate then becomes

E{R}~ FE {Zlogz (1+ %Kozjl)}

i=1
Ziﬂi1 logy avj—1
M-1

M
R~ (B +logy, K) +

M—1 (7

[18], this codebook is equivalent to the random beamformer.
Also, note that both systems assume perfect SINR feedback.
Therefore, the RBF scheme is essentially equivalent to our
limited feedback scheme withv = M and ¢ = 0. The
similarity can also be observed by comparifg(x) in (11)

We again observe the interchangeability betwg&nand K. with F,(z) in [2, eq (15)]. Thus, our scheme can be understood

Under finite B and K, however, we see that the sum-ratgg 5 generalization of the RBF to the caseMof> M and to
eventually converges to a constant value (17Pas> oc. This - the neamformers which are not necessarily orthonormal.
is because the system is interference limited at high SNR due

to the unavoidable effect of quantization error. The limiting V. NUMERICAL RESULTS
sum-rate (17), however, grows linearly (ignoring the additive '

term) with B + log, K. In particular, the multiuser diversity In this section we present numerical results. In Figure 1
amounts to a logarithmic increase to the sum-rate. This is ¢ Present the sum-rafe vs. average SNR’ for the system
contrast to previous findings that the sum-rate increase With M = 4 base-station antennak; = 100 users,e = 0.25,

the multiuser diversity is only by a factor dbglog K [3]. and various quantization leveB = 2, 6, 12, and20 bits. For

Therefore, multiuser diversity is even more beneficial in thigQ! feedback we use three different feedback schemes: (A)
regime. SINR (v (¢)) feedback, (B) channel nornjjif;.||%) feedback,

2) High resolution regime:As B — oo, 6, — 0, and (5) and (C) no CQI feedback. For the CDI guantization codebook
reduces toy, = p||hy|2. ForK i.i.d. y2,, random variables, it for B >log, M = 2, we use the quantization approximation
has been shown that theth order statistic behaves likeg & i (7) that gives a performance upper bound. Boe= 2, we
for a large K [2], [8]. Thus,vi.x = plog K + O(loglog K). Use orthonormal codewords, which is optimal [11], [18]. From
We see that the exchangeability betweh and K is no the figure it is seen that the sum-rate approaches the perfect
longer observed, i.e. in the high resolution regime, doublirfgSIT sum-rate a® increases. Among the three CQI feedback

the number of users is worth more than one additional fee¥hemes the SINR feedback performs the best. The channel
back bit. norm feedback performs close to the SINR feedback atfow

(where the system is noise-limited), while at high(where
the system is interference limited) it is only slightly better than
having no CQI feedback. The rate increase of SINR feedback
In the random beamforming (RBF) scheme proposed in [2Jyer no CQI feedback seems to be rather constant over a wide
M orthogonal random beams are generated at the transmitBXR range, whereas the benefit of increadingecomes more
Then, each user calculates its SINR for each of file pronounced at high SNR. This implies that a limited feedback
beams and feeds back the maximum SINR value (withotdsource should be spent more on CQI quantization at low
guantization) along with a corresponding beam index, aft8&NR and on CDI quantization at high SNR. Bs— oo all the

B. Relation to random beamforming (RBF)
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Fig. 2. Sum-rateR versus the number of usefs underM = 4, P = 10,
and variousB and CQI types.
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Fig. 3. Sum-rateR versus average SNR underM = 4 and adaptiveB
and K such thatB + logy, K = (M — 1) logy P + 8.68.

sum-rate curves with quantized feedback eventually converge

to a finite ceiling. Observe that the sum-rate with= 2 is
the same as that of the RBF.

In Figure 2 we plot the sum-rate vé( at P = 10 dB.

VI. CONCLUSION

We have investigated a multiuser multi-antenna downlink
system under partial channel knowledge at the transmitter,
when there are more users than transmit antennas. The SINR
distributions and the sum-rates under quantized channel direc-
tion information (CDI) and various channel quality informa-
tion (CQI) are derived. We have shown that CDI alone does
not achieve the full multiplexing and multiuser diversity gain
simultaneously. To achieve both gains we have shown that CQI
feedback is necessary, and that CQI should be the SINR rather
than just the channel magnitude, since SINR captures both the
channel magnitude and the quantization error. This implies
that any quantization should be applied to SINR rather than
directly to the channel magnitude. We have derived tradeoffs
between the number of feedback bits, the number of users,
and SNR. In particular, for a target performance, having more
users reduces feedback load.
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