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Abstract—In this paper we derive an upper bound on the sum-rate gain II. SYSTEM MODEL
that dirty-paper coding provides over TDMA for MIMO broadca st chan-

nels. We find that the sum-rate capacity (achievable using diy-paper We consider a broadcast channel wkhreceivers,M > 1

coding) of the multiple-antenna broadcast channel is at mdsmin(M, K)

times the largest single-user capacity (i.e. the TDMA sumate) in the sys-
tem, where M is the number of transmit antennas andK is the number
of receivers. This result is independent of the number of regive antennas.
We investigate the tightness of this bound in a time-varyingchannel (as-
suming perfect channel knowledge at receivers and transntirs) where the
channel experiences uncorrelated Rayleigh fading and in see situations
we find that the dirty paper gain is upper bounded by the ratio o transmit

to receive antennas. We also show thahin(M, K') upper bounds the sum
rate gain of successive decoding over TDMA for the uplink, whre M is

the number of receive antennas at the base station ani’ is the number of

transmit antennas, an®¥ > 1 receive antennas at each re-
ceiver. Letx € CM*! pe the transmitted vector signal and
let H, € CN*M pe the channel matrix of receivérwhere

H (i, 7) represents the channel gain from transmit antenna
to antenna of receiverk. The circularly symmetric complex
Gaussian noise at receivéris represented by, ¢ CNV*!
wheren;, ~ N(0,I). Lety, € CV*! be the received signal
at receivelk. The received signal is mathematically represented
as

transmitters.

yk:HkX—FIlk k=1 K. (1)
The covariance matrix of the input signalds, £ E[xx']. The
transmitter is subject to an average power constr&inivhich

In this paper we consider a broadcast channel (downlink iomplies T(3,.) < P. In the first half of this paper, we assume
BC) in which there are multiple antennas at the transmittédre channel matriH = [H? ... HL]7 is fixed and is known
(base station) and possibly multiple antennas at eachverceperfectly at the transmitter and at all receivers. We expiae
(mobile). Dirty-paper coding (DPC) [1, 2] is an exciting newiime-varying channel model in Section V.
transmission technique which allows a base station to effityi In terms of notation, we usHI' to indicate the conjugate
transmit data to multiple users at the same time. It has ticertranspose of matrifl and||H|| to denote the matrix norm of
been shown that dirty paper coding achieves the sum-rate EB-defined by||H|| = \/m We also use boldface to
pacity of the multiple-antenna broadcast channel [1, 38| aindicate vector and matrix quantities.
the DPC achievable region is the largest known achievable re
gion for the multiple-antenna broadcast channel. Howeliey,

paper coding IS a rather new and (_:omphcated scheme WhICqzor the single antenna broadcast channel, sum rate capacity
has yet to be implemented in practical systems. Current S[ﬁ

geeey

I. INTRODUCTION

Ill. SuM-RATE CAPACITY

tems such as Qualcomm's High Date Rate (HDR) system achieved by transmitting to the user with the largest oban

) . . R . rmt. However, this is not generally true for a multiple trans-
use the much simpler technique of time-division multipteess . :
: . . : mit antenna broadcast channel. For the multiple-antenaa-ch
(TDMA) in which the base transmits to only a single user at

time. This technigque achieves the sum-rate capacity when [iel, sum-rate capacity 1S achieved by using dirty papempt
Imultaneously transmit to several users [1, 3-5].

base station has only one transmit antenna, but TDMA is sub The expression for the sum-rate capacity of the MIMO BC in

optimal when the base station has multiple transmit antenna terms of the dirty paper rate region is rather complicatenyH
Considering the difficulty in implementing dirty-paper eodever, in [3], the dirty paper rate region is shown to be eqaal t

ing, a relevant question to ask is the following: How largeaof the capacity region of the dual MIMO multiple-access channe

performance boost does dirty-paper coding provide over FDMMAC or uplink) with sum power constrain®, where the dual

in terms of sum-rate? Viswanathan, Venkatesan, and Huatg firplink is formed by changing the transmitter into &frantenna

investigated this question by obtaining numerical resuiishe  receiver and changing each receiver inta\&ntenna transmit-

DPC gain in a practical, cellular setting [7]. In this pape wter. The received signal in the dual MAC is given by:
derive a simple analytical upper bound on the sum-rate perfo

mance gain which DPC offers over TDMA and investigate the
tightness of this bound in a time-varying, Rayleigh-fadbdre

nel in which the transmitter and receiver have perfect cehnn
knowledge. Using the same techniques, we are also able to up‘I_'he single-antenna Gaussian broadcast channel falls hiet@lass ofde-
per bound the sum-rate gain that successive decoding |e|ss)vigr d

) g aded broadcast channel, for which it is known that the sum rateciaypis
over TDMA on the uplink (multiple-access) channel. equal to the largest single-user capacity in the system.

K
YmaAc = ZHIOCZ +n
=1

(@)
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whereH;r is the channel of each transmitter and the noise is t@fil HIQlHl Notice that the argument of the maximization

same as in the downlink (i.e. each component is a unit vagiario (3) islog |Z,|.

Gaussian). Notice that the dual channel matrix is simply theThe received signal power is given bg[y'y] =

conjugate transpose of the downlink channel of each user. Zfil E[XIHZHiXi] + E[n'n]. Sincex'H Hx < ||H||?||x||?
Due to the MAC-BC duality, the sum-rate capacity of they the definition of matrix norm, we have

MIMO BC is equal to the maximum sum-rate achievable on the

dual uplink with sum power constrairi: K ot
Ely'y] < ) |Hi|[’Elx/x;]+ E[n'n] ()
Cpc(H,P) = i=1
K K ’r
max log |1+ HIQH,| (3) < M7, Y Elxlxi] + M 8)
{Qi: Qi20, /L, T(Qi)<P} =1 i=1

IN

[1H[700 P + M (9)

max

where each of the matric€y; is anN x N positive semi-definite

covariance matrix. The expression in (3) is the sum-ratacapwhere (8) follows from the definition ofH||,... and the fact
ity of the dual uplink subject to sum power constraint Note that E[nfn] = M and (9) follows from the sum power con-
that (3) is a concave maximization, for which efficient nuitalr ~ straint on the transmitters in the dual MAC which implies
algorithms exist. In this paper, we use the specializedrdlgn ZK—1 E[xqu;] < P. SinceE[yly] = Tr(Elyyl]) = Tr(%,),
developed in [8] for all numerical results. thi?impliés thgtTr(Zy) < P||H|?2,,, + M. By [9, Theo-

max

The time-division rate regiofRTPMA is dgfined as the set em 16.8.4], for any positive definite/ x M matrix K, |K| <
of average rates that can be achieved by time-sharing betw?e%F))M_ ThereforelS,| < (1 + %HHHQ )M from which

single-user transmission using constant poRer mag
9 9 P we getCpc(H, P) = log|%,| < Mlog(1+ L|[H||2,.). W

K R This bound is equivalent to the sum-rate capacity of a sys-
Rrpua(H,P) 2 (Ry,...,Rg): Z "< tem with M spatially orthogonal eigenmodes (distributed in
i—1 Ci(P, H;) any manner between thE users), each with norm equal to
, . [H|maz-
whereC'(H;, P) denotes the single-user capacity of tit user  Theorem2: The TDMA sum-rate is lower bounded by the

subject to power constraitit. Itis easy to see that the maximunyate achieved by transmitting all power in the direction o t
sum-rate ifRrpar 4 is the largest single-user capacity of thie  |argest eigenmode:
users:

Croma(H, P) 2 C(H;, P). 4
roma(H, P) = max C( ) ) Croma(H, P) > log (1+ P|[H|3,.) - (10)

max

We will refer to this quantity as the TDMA sum-rate. We de-  prgof: For each use'(H;, P) > log(1 + P|[H;]|?) be-
fine the DPC gairtz(H, P) as the ratio of sum-rate capacity to:ayse single-user capacity is achieved by water-filling ale

TDMA sum-rate: eigenmodes instead of allocating all power to the best eigen
Cre(H, P) mode. Since the TDMA sume-rate is the maximum of the single-
GH,P) = C—(I’{P) (5) user capacities, the result follows directly. [ |
TDOMAES This bound is tight whedV = 1, but is generally not tight for
IV. BOUNDS ONSUM-RATE CAPACITY ]{\Ifl > 1 because each user has (M, N) eigenmodes to water-
ill over.

In this section we compare the sum-rate capacity to theBy combining Theorems 1 and 2, we can upper bound the
TDMA sum-rate. We first upper bound the sum-rate capacifypc gain:

of the MIMO BC, and then lower bound the TDMA sum-rate. Theorem3: The ratio of sum-rate capacity (achievable by
We then use these results to upper bound the ratio of sum-rg;gc) to TDMA sum-rate is upper bounded By, the number
capacity to TDMA sum-rate. of transmit antennas.

Theorem1: The sum-rate capacity of the multiple-antenna  poof: The DPC gain is bounded as follows:
downlink is upper-bounded by:

Coc(H,P)  _ Mlog (1+ 37|H|1%...)

< (11)

P CTDMA(H P) 10g(1+P||H\|2 )

Csc(H,P) < Mlog 1+ —||H|? 6 ’ maw
pe(H.P) < Miog (14 IHIE ) | ©) oy )
where we used Theorems 1 and 2 to get (11). ]

WhereHHHmaz = maX;=1,... K HHZ”
Proof: We prove this result using the fact that the BC
sum rate capacity is equal to the dual MAC sum-rate capacity K
with power constrain. The received signal in the dual MAC Cpc(H,P) < ZC(H, P)
3 . K T N . ) — (3]
iSymac = > ;- Hjz; +n. The received covariance then i—
is given byY, = Elyy'] = I+ Y% HIElzal|H, = T+ < KCrpua(H,P), (13)

Single-user bounds on capacity imply
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Combining Theorem 3 and (13) gives the following bound: A. High SNR

We first consider the scenario wheYg, N, andK are fixed,
G(H, P) < min(M, K). (14) but the SNRP is taken to infinity. Furthermore, we assume
K > M > N, which is quite reasonable for practical systems.

. . . . In thi io, the DPC gain is sh t toticall
This bound is valid for any set of channel matriéés, . . . , Hy, & ﬁjgi}?&l; then%%rlt/llziss (c)>\é)vtri1m(;laz:tyrr:i15hoslcNaRﬁgu

R N
any number of receive a_ntennafs any number_of userk, and show tightness of this bound by establishing upper and lower
any SNRP. Thus, there is the greatest potential for a large DR, unds on TDMA and DPC sum-rate

gain \;vhtehn therf aretg large nuTbﬁr (_)f “Set_fs a;n(ir:ra?smlt—?nteréim”ar to Theorem 1, we can upper bound the single-user ca-
nas. In the next section, we actually investigate the tigbgro pacityC(H;, P) by N log(1+ £|[H;||%). Then, using Jensen's

this bound fqr Rayle|gh-fadeq channel_s. _ . inequality, the TDMA sum-rate can be bounded as:
If we consider a system with/ > N in the regimes of high

and low SNR, we get the following results (proofs of both theo

rems are contained in [10]): Ex [Crpma(H, P)]
Theorem4: If H has at leastin(M, NK) linearly indepen-

dent rows and at least one of the channel matddess full row

rank (i.e. hasV linearly independent rows), & — oo we have

IN

P
NEH |:10g (1 + N|H||72naz>:|

IN

P
Niog 1+ LBl )

We can lower bound the TDMA capacity as:

. M M
Plgr;o G(H, P) = min <ﬁ’K) : (15) En[Crpaa(H, P)]

Y

En, [C(Hy, P)]
Theorem5: For anyH, dirty paper coding and TDMA are P
equivalent at asymptotically low SNR: > NEn {bg (1 + N)\iﬂ
éanOG(H,P) =1. (16)

N (log (%) + Eg [log (/\Z)]> .

WhenN = 1, we conjecture that’(H, P) is in fact a mono-
tonically non-decreasing function &f, but we have been unablewhere \; is an unordered eigenvalue of the Wishart matrix
to prove this. Interestingly, whel = N > 1, G(H, P) is gen- H{H, and the single-user capacity is lower bounded by trans-
erally not non-decreasing and actually achieves its maxiratu mitting equal power (as opposed to the optimal water-filling
a finite SNR. power allocation) on each of th€ eigenmodes of User 1.

Note: A bound similar to Theorem 1 for the single receive Using Theorem 1 and Jensen's inequality, we can upper
antenna V' = 1) downlink when users have the same channBpund the sum-rate capacity as:
norm and are mutually orthogonal was independently defived

P 2
M]EH |:10g <1 + M||H|7nam>:|

V

Y

an earlier paper by Viswanathan and Kumaran [11, Propasitio Eg [Cpc(H, P)]
2].

IN

P
< Mlog (1 + —En [|H||72nar}) :

V. TIGHTNESS OFBOUND IN RAYLEIGH FADING M

In this section we consider the downlink sum-rate capacitye can also lower bound the sum-rate capacity by choosing
in uncorrelated Rayleigh fading, i.e. where each entrigfis Q, = %1 in (3) for each user:
distributed as a complex circularly symmetric Gaussianoam
variable with unit variance. Here we consider time-varysng-
tems, but we assume the transmitter and receiver have perfe%:EH Csc(H,P)] = En {log
and instantaneous channel state information (CSl), arsican P
adapt to the channel in each fading state. We also assume that = MEn {bg (1 + mh)]
the transmitter (the base station) is subject to a sham-pawer
constraint, so that the base station must satisfy powettreons > M (1Og (_) +En [log(kl)o
P in every fading state. This implies that there can be no adap- KN
tive powe_r allocation ove_r time. : . where), is distributed as an unordered eigenvalue ofthe M
Assuming that the fading process is ergodic, the sum-rat

) . shart matrixHH. Using these bounds, @&becomes large,
equal to the expected value of the sum-rate in each fading sta dl bound th H-gﬂ Cocl by Mt
By applying (14) in each fading state and taking an expeematiWe can upper and lower bound the raggre .7 OY -
of the sum-rate capacity and of the TDMA sum-rate, it is cledinen follows tha% converges téy in the limit of high
that the ratio of the average sum-rate capacity to the ager&@NR.
TDMA sum-rate is also upper bounded by fiid, K'). In this In Fig. 1, the ratio of sum-rate capacity to the TDMA sum-
section we show that this bound can be tightenediﬁo)(%, K) rate is plotted for a system with 20 users. The ratio is pibtte
in the limit of high SNR, in the limit of a large number of transfor M = 4andN = 1, N = 2, andN = 4. In each case the
mit antennas, and in the limit of a large number of users f@PC gain converges t%, though it does so quite slowly for the
Rayleigh fading channels. N =1 case.

P
I+ —HH
TEN H

\



TO APPEAR IEEE INTERNATIONAL CONFERENCE ON COMMUNICATIONSIUNE 2004 4

=
o

DPC vs. TDMA Sum Rate
-
T

Ratio of DPC to TDMA Sum Rate

0.5

\
0 : ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ’ 5 10 15 20 25 30 35 20
0 5 10 15 20 25 30 35 0 45 50

SNR (dB) Number of BS Antennas (M)

Fig. 1. DPC Gain as a function of SNR for a system with 20 users Fig. 2. DPC Gain as a function @ for a system with 3 users at 10 dB

B. Large M show that the sum rate capacity and the TDMA sum-rate grow

_ ) ) ) asM loglog(K) andN log log(K), respectively.
In this section we examine the scenario where the number of

users ), number of receive antennad’), and SNR P) are VI. TRANSMITTER BEAMFORMING
fixed but the number of transmit antenndd)(is taken to be

large. We will show that the DPC gain tendshoin this case. supports simultaneous transmission to multiple users on a

A.St mbthehprev_lous SECt},OIn’. wzlc;wer borl]"nd the ng rate ;&'oadcast channel. Each active user is assigned a beamform-
pacity by ¢ oosind; = 1in (3) Or each user and in eac ing direction by the transmitter and multi-user interferens
fadlng state. The 'OWer bound_ then is the pomt-to-pomim:ap treated as noise. Transmit beamforming is actually quite!ai

ity of a NK transmit, M receive antenna MIMO channel in, dirty paper coding, but with DPC some multi-user interfer
Rayleigh fading. If the number of receive antennas in thiatpo ence is “pre-subtracted” at the transmitter, thus increptiie

to-point link is allqwed to becpme_larg(_e (1.8 — 00) but the rates of some users. Whéh= 1, the maximum sum rate using
number of transmit antennas in this point-to-point modél\) beamforming is given by:

is kept fixed, then the capacity of the point-to-point systenus
to KN log(1 + 347) [12]. « ‘I+Z»K P

As in the previous section, the TDMA sum-rate is upperOBF(H p) = max Z log i=1 ;5
bounded aEH[CTD]uA(H,P)] < NIEH[log (1 + %HH”?naz)] {P;: K P,<P} = ‘I+ Zl;ﬁHIPsz
Using standard probability arguments [10], we can uppentou ’

Transmitter beamformirfgis a sub-optimal technique that

Eu(Crpma(H, P)lby Nlog (1 4+ PM(1+ a)), wherea > 0. | [14] the authors numerically evaluate the gain that DPC
If we now take the ratio of DPC sum-rate capacity to TDMAyroyides over beamforming. Transmit beamforming actually
sum-rate as/ — oo, we get supersedes TDMA, so an interesting open problem is to analyt
MP ically bound the gain that DPC provides over transmitteinbea
lim EH [CBC] > im KN log(l + m) forming.
M—co By [Crpma]  — M—oo Nlog(l4+ PM(1+ a)) At both asymptotically low and high SNR, beamforming per-
= K. (17) forms as well as DPC in the ratio sense:
By (14), this ratio is also upper-bounded Kyfor all M, Thus, lim Cpc(H, P) — | Cpc(H, P) -1 (18)
in the limit of many transmit antennas and with a fixed number P—oo Cpp(H,P) P-0Cpr(H,P)

of receivers, the DPC gain goeskbin the sense that the ratio . . . :

of the expected value of the DPC sum-rate to the expecteé v uproof of the high SNR result is contained in [10], and the

of the TDMA sum-rate goes . ow SNR result follows from Theorem 5 and the fact that
In Figure 2 the DPC gain is plotted as a function of the nunfesr (H, P) = CTDMA(HZ p). G(HP)

ber of transmit antennas for a system with 3 users, each With 1 Furthermore, we conjecture that the ra@gispmip) IS

dB average SNR. Notice that for boifi = 1 and N = 2, slow bounded by a constant (1) independent of the system param-

convergence tdX = 3 is observed ad/ becomes large. eters for allP, but we are unable to prove this. Viswanathan and
Venkatesan recently characterized the performance of lifttvn
C. Large K beamforming and dirty paper coding &6 and K both grow to

. . . . I _ . . .
If the number of antennas and the SNR are kept fixed and { gnlty at some fixed ratm% = . In this asymptotic regime,

nymber of USPTI‘S is taken to be large, it is .S|:10Wﬂ in [13] that th 2Transmitter beamforming is also referred to as SDMA, or egditision
dirty paper gain converges % More specifically, the authors multiple access.
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the ra’uo% is in fact bounded by 2 for all values of or that performing optimal successive decoding at the base s
andP. tion offers a gain of at most m{dd/, K') over TDMA.
VIl. B OUND ON SUM-RATE GAIN OF SUCCESSIVE VIII. CONCLUSION

DECODING FORUPLINK We have found that the performance gain of DPC versus

Successive decoding is a capacity-achieving scheme for TH2MA is upper-bounded by mifd/, K'), whereM is the num-
multiple-access channel (uplink) in which multiple useens- ber of transmit antennas (at the base station)/gnd the num-
mit simultaneously to the base station and the receiveresucdoer of users. This bound applies at any SNR and for any number
sively decodes and subtracts out the signals of differe@tsus of receive antennas. For Rayleigh fading channels, the doun
This technique achieves the sum-rate capacity of the MIMi@htens to mii4, K') at high SNR, for a large number of trans-
MAC [9, Chapter 14], but is difficult to implement in practice mit antennas, or for a large number of users. Using the same
A sub-optimal transmission scheme is to allow only one usertechniques for the uplink, we found that the performance gai
transmit at a time. Using the proof technique of Theorem 1 mising successive decoding on the uplink versus TDMA is also
the dual uplink § transmitters withV antennas each and a sinupper bounded by m{@/, K'), whereM is the number of re-
gle receiver withM/ antennas) along with the individual poweiceive antennas (at the base station) &nhib the number of mo-
constraintsP = (P, ..., Px) on the MAC, it can be shown biles (i.e. transmitters). Thus, it seems that for systerits w
that the following bound holds: many users, significant gains can be achieved by adding addi-

tional base station antennas. However, if the number of lmobi

K . .
, - tey. antennas is the same as the number of base station antdrnas, t
Crrac(H,P) = {Tr(QrS?fDi vi} log I+ Z H;Q.H benefit of using DPC on the downlink or successive decoding on
K B ) the uplink may be limited.
2= P[]

IN

M

M log (1 + ) . (19)

Notice that the sum-rate capacity of the MAC is identicahte t
BC sum-rate capacity expression in (3) except that the MAC e
pression hagndividual power constraints instead of a sum con-
straint. 1]
The TDMA region for the uplink is defined differently than

for the downlink because each transmitter in the uplink gesct 2
to an average power constraint:

, Pr) £ e

(alC (Hl, %) o arC (HK Pf;))[et]
(5]

The TDMA sume-rate is then defined to be the maximum sum of
rates in this region. As used in the proof of Theorem 2, foheatf]
user we have’(H;, ££) > log(1+ £ 2) for anya;. Thus,

Za,log (1+ Zime).

The RHS of this expression corresponds to the TDMA reg|o
of a scalar MAC with channel gaing|/Hy||,...,||Hxk]|. Itis (]
easy to verify this expression is maximized by choosiRg= [10]

Pi||H,|? We then get the following upper bound:

i PilHG (12T

Rroma(H, P, ...

U

@; >0, K  a;=1

[7]
Croma(H,P) >

max
a; >0, K 1ei=10T

(8]

(11]
K
Crpma(H,P) > log (1 + ZPZ|HZ||2> - @0 gy

i=1

Combining (19) and (20) we g% < M. As before, .
the single-user capacity of each user also upper boundstios 23]

by K. Thus, we finally get
[14]

Crvac(H,P)

< min(M, K
Croma(H,P) — ( )

(21)
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