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Abstract— Temperature-related effects are critical in determining
both the performance and reliability of VLSI circuits. Accurate and
efficient estimation of the temperature distribution corresponding to
a specific circuit layout is indispensable in physical desigautomation
tools. In this paper, we propose a highly accurate fast algathm for
computing the on-chip temperature distribution due to powe sources
located on the top surface of the chip. The method is a combinian
of several computational techniques including the Green faction
method, the discrete cosine transform (DCT), and the tabledok-up
technique. The high accuracy of the algorithm comes from thdully
analytical nature of the Green function method, and the highefficiency
is due to the application of the fast Fourier transform (FFT) technique
to compute the DCT and later obtaining the temperature field br
any power source distribution using the pre-calculated lo&-up table.
Experimental results have demonstrated that our method has relative
error of below 1% compared with commercial computational fluid
dynamic (CFD) softwares for thermal analysis, while the effiiency of
our method is orders of magnitude higher than the direct appication
of the Green function method.

I. INTRODUCTION

The continuously increasing computational capability afdern VLSI
circuits has resulted in higher and higher power consumptimd hence
a significant increase in chip temperature. The temperaglaged effects
are very important in determining both the performance atidbility of
the circuit. As pointed out in [1], the delay of aluminum irdennect goes
up by 30% when the temperature rises from 25°C to 100°C, amst
reported in [2] that the electromigration-induced meanetito-failure of
interconnect is reduced by 90% when the temperature iresdasm 25°C
to 52.5°C. Thus, it is crucial to incorporate the thermakef$ into the
physical design tools of VLSI circuits, such as in [3] wheredl-level
placement algorithm for improving the substrate thermatriiution was
implemented.

The first step towards developing a powerful thermal-awdrgsical
design tool is to be able to compute the temperature field dripacuiickly
and accurately given a power source distribution. The efiicy of the
temperature-computation algorithm is of paramount ingpuré because
it is often used as part of the simulation core of an optiniraengine
where a huge number of different physical layouts are coetpand an
independent temperature field computation has to be peefbrior each
layout.

Generally speaking, there are three major types of methadscan be
used to obtain the on-chip temperature distribution. Thitefidifference
method (FDM) discretizes the differential operator of tloweyning equa-
tion of the thermal effect [3] [4]. This method is very robastd accurate,
provided a fine discretization is used. However, since therme meshing
of the entire substrate is required even though the deviee$ahricated
only in a thin layer close to the top surface of the chip, tHeciehcy of
the algorithm is relatively low. The second approach is théedfielement
method (FEM) where the field quantity is discretized [5]. Huwvantage of
the FEM is its high flexibility because it can handle compgkchgeometric
shapes and various kinds of boundary conditions effegtitébwever, the

a unity point power source is first obtained and then the teatpe field
under arbitrary power source distribution can be computethtegrating
the corresponding Green function. The Green function netaeoids
the volume meshing problem by only focusing on the poweregsing
surfaces, which results in high efficiency. In addition, doethe fully
analytical nature of the Green function, the accuracy ofcthraputation is
also maintained. In [6], the Green function approach wasl isdind the
temperature field in rectangular substrates. Howeveredine underlying
Green function is expressed as a multiple-infinite summasdiad it has to
be truncated at high indices in real implementations to taairreasonable
accuracy, the efficiency of the method is not fully reflected][7], the
method of images was used to obtain the Green function iredlésrm
at the expense of relaxing the boundary conditions by asgumhie chip
is infinitely large horizontally. The advantage of this nmthis that the
Green function can be computed on-line very quickly and thisssuitable
for optimization purposes. However, by assuming the chijnfmitely
large horizontally, only the thermal effects that are famirthe vertical
chip boundaries can be accurately computed, which resultsei method
unsuitable for full-chip thermal simulations. In [8], arfiefent algorithm
for evaluating the temperature field in VLSI chips using temsanalytical
Green function of multilayered materials was proposed. éi@s, this
method also assumes that the chip is infinitely large hot&lynand hence
it has the same problem as [7].

The computation of the steady state temperature fielth thermal
problems is very similar to the computation of the potenfiald ¢ in
electrical problems. Bot" and ¢ satisfy the Poisson’s equation, and
the power sourceP in thermal problems corresponds to the chaggie
electrical problems. However, the boundary conditionsdifferent in the
two problems, and therefore the solutions also differ. [nhgi8d [10], the
discrete cosine transform (DCT) and a pre-calculated lgokable were
used in a highly accurate and efficient Green function baggatithm to
calculate the electric potential distribution in rectalagwsubstrates. In this
method, it is not necessary to compute the multiple-infiaitenmation in
the Green function on-line. Instead, the potential can beputed by the
simple summation of a few terms in the pre-calculated lopkable. Since
the look-up table only needs to be computed once for eacmoémfpy and
substrate geometry, but is independent of where the dewmedocated
on the chip, it can be used many times in the optimization gss®f the
physical design, which results in a significant improvemangfficiency.

In this work, we adopted the DCT and table look-up approadbes
calculate the steady state temperature distribution otamgalar VLSI
chips. The Green function suitable for the special boundamyditions
of the thermal problem was first developed. Then the DCT lopkable
and vectors were set up to assist the evaluation of the tedyperfield.
Experimental results show that our method has a relative eftbelow1%
compared with commercial computational fluid dynamic (CEDftwares
for thermal analysis, while the efficiency of our method isles of
magnitude higher than the direct application of the Greexction method.
The rest of the paper will be organized as follows. Sectiofotinulates
the temperature field computation problem under the apjat@pboundary
conditions. Section Il develops the look-up table in detsing the
Green function method and DCT. Section IV shows the experiate
results. Section V discusses the extension of the propolggditam to

FEM also has the drawback of low efficiency because, as the [ADM the multilayered substrate and packaging structures, lamaanclusions

also requires the meshing of the entire chip volume. Thel tApproach
is based on the Green function method where the temperagldeufider
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are given in section VI.

Fig. 1 shows a schematic of a VLSI chip with the associate#aging.
The shaded areas on the top surface of the chip represengttuesl The
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I1l. DEVELOPMENT OF THE LOOKUP TABLE USING THE

W 7 GREEN FUNCTION METHOD ANDDCT
7 i , A. Green function method

2=0 Let G(z,y, 2,2’,y’) be the distribution of temperature abd¥g in the
Chip chip when a unity point power source of 1W is placed at péirity’) on
2= —d the top surface of the chip. The®i(z, y, z,x’,y’) satisfies the equation
2= —d,g Solder ) .,
Packaging v G(ZL’, Y, 2, T,y ) =0 (10)
z = —dy and the boundary conditions
Fig. 1. Schematic of a VLSI chip with packaging. 0G(z,y,z,x',y") 0G(z,y,z,x',y')
81‘ z=0,a ay y=0,b
kw = hG(z,y, 2,2,y ") :=—a 12)
heat conduction and temperature distribution inside thp ate governed z . z=—d
by the heat diffusion equation k@G(z,y, z,z' y") — S(x—2)o(y — o) (13)
0z Y0
pcpw =V [k(z,y,2 T)VT(z,y,2,t)] + g(z,y,2,t) (1) Where 6(z — z') and §(y — ¢') are the Dirac delta functions.
ot G(z,y,z,2',y’) is called the Green function, and the temperature field

whereT is the temperature (°C}; is the thermal conductivity (W/(C)), under arbitrary surface power density distribution can btaioed easily

g is the volume power density (W), p is the density of the material PY

(kgim?®), andc, is the specific heat (J/(K¥C)) [11]. Since in microelec- @ b

tronics, all the devices that can dissipate power are fataitin a very T (x,y,2) :/ d:r'/ dy' Gz, y, 2z, 2",y ) Pa(',y') (14)
thin layer close to the top surface of the chip, it is reastad assume 0 0

that there is no power source inside the chip and thoan be set to zero. e \alidity of (14) can be proved as follows. Due to the liitgaof
The power dissipation of the devices will be reflected in the surface jyieqration, it is obviously true that”(z, y, z) satisfies equations (6)-(8)
boundary condition. In addition, for steady state tempeeatlistribution, ;¢ G(z,y,z a',y') satisfies equations (10)-(12). Hence, we only need to

the time derivative of" in equation (1) also vanishes. If we further assumg, o that the expression in (14) satisfies equation (9 #&hging the
that the thermal conductivity; is a constant, then equation (1) can b qar of partial deeivative and (intggration weqobtain ©)- 9

simplified to

VT (z,y,2) =0 2) RO (@Y 2)
0z

which is the well-known Laplace’s equation. The boundarpditions at =0

a b
the vertical surfaces of the chip are obtained by making ttiabatic —k {Q/ d:r'/ dy' G(z,y, z, 2,y ) Pa(a’ y’)}
assumption [12], which results in 0z J, 0 e 7

z2=0
a b o
oG
T (z,y,z) _ T (z,y, 2) _o 3) :k/ d:z:'/ dylw Pa(e o)
Oz z=0,a ay y=0,b 0 bO #=0
For the bottom surface of the chip, we use the convection dimmyn :/O dwl/o dy'd(x —2")o(y — y')Pala',y') = Pa(z,y)  (15)
condition
which proves that equation (9) is indeed satisfied.
T (z,y,
e (A C | I (S B )
z=—d B. Computation of the Green function

whereh is the combined effective heat transfer coefficient of thielesp Now we compute the analytical form of the Green function. ngsi
packaging and ambient (W/’-°C)), and 7, is the ambient tempera- separation of variables; (z,y, z, z’,3’) can be written as

ture [13]. The top surface of the chip can be assumed to bebaita
since a thick passivation layer is usually placed on the fofhe IC chip o oo
in fabrication. The net result of the adiabatic assumptiboua the top "y — mnrx nmy

surface is that all the power generated by the devices argucted into Gy, za.y) z ZCOS ( a ) o8 ( b ) Zmn(2) - (16)
the substrate, hence, the boundary condition at the topitfecomes

m=0n=0

The z andy dependencies in (16) ensure that the boundary condition (11

is satisfied. The Laplace’s equation (10) now becomes
0z z2=0
oo oo 2
where Py(x,y) is the surface power density (Wif) due to the power " >~ <%’g(z) - *y?nnZwm(z)) oS (@) oS (@) =0
dissipation of devices [12]. L&t” = T — T,, equation (2) and boundary ,,=0n=0 dz a b
conditions (3)-(5) then become 7
where,., = 1/ (22)* + (22)*. Due to the orthogonality of the cosine
V3T (2,y,2) = 0 (6) functions in the integral sense, we obtain
T (z,y, 2) oT' (z,y, 2) d? Zmn (2)
g2\ <) -2\ e) =0 7 mnlZ) 2 g () =
ox z=0,a ay y=0,b ( ) dz? ’Yng (Z) 0 (18)
, . . .
kaT (z,y,2) BT (2, ) e ®) for arbitrarym andn. We require that eacl,,, (z) satisfy
O e fy Zmn(2) hZomn ()] (19)
/ — = mn z=—d
’“W = Pa(z,y) ©) dz Jea
#=0 such that the boundary condition (12) is satisfied. Boundangdition (13)

Equations (6)-(9) constitute the problem we are solvinghis paper. can be cast into the form



=d0(x—a")o(y—v)

() ]
(20)

k i i cos (?) cos

m=0 n=0

Thus, in the following derivations, it is only necessary tocds on
equations (18)-(20) to fin&,.,(z). We consider two different cases

1) m=n=0

Equation (18) becomes

d2Z00(Z) o
Thus,
Zoo(z) = aooz + oo (22)
From equation (19), we obtain
(k + hd)aoo = hfoo (23)

Integrating both sides of equation (20) over the top surfafcthe
chip, we obtain

kab - Qoo = 1 (24)
Hence
oo = —— (25)
%™ kab
k+hd
Poo = 2 oom (26)
2) m andn are not both equal to zero
From equation (18), we obtain
Zmn(z) = Oémne’ymnz + ﬂmnei'ymnz (27)
From equation (19), we obtain
(h = kymn)e ™ qmn + (h + EYmn)e ™ B =0 (28)

Multiplying both sides of equation (20) byos (™X£) cos (252)
and integrating over the top surface of the chip, we obtain

mrr > cos <m> (29)
a b

wheres = 4 if m#£0 andn#0, ands = 2 if one of m andn is

Sa’b(am” - /amn)’)/mn = COSs (

zero. Hence
a abkw (h + k7mn) %
" =T F Fpmn) + (h = Ry )2
<m7r:c > <n7ry ) (30)
—2vmnd
ﬁ _ abk’ymn ( kf’Ymn) ! %
e (h + k’)/mn) (h - k”Y7rL7L)6727m"d
cos <m;r:c > cos <n7;y ) (31)

Thus, we have obtained the analytical form of the Green fancaés a
double-infinite summation.

Since all the devices and interconnects in a VLSI circuitfaleicated

in a thin layer close to the top surface of the chip, we are amigrested

in the temperature distribution on the= 0 plane. Setting: to 0 in the
Green function, we obtain

G (z,y,2',y) £ G(z,y,2=0,2",y)

= 375 Coneon () o (752 o

m=0n=0

’ nﬂ,y/

(32)
where
=10e ifm=n=0
— 2 ((h+kymn)—(h—kymn)e~ 2Ymndy
abkymn B
Comn = 7(h+kwmn)+(h4mmn)ffzwmoz if m#0,n =20
" orm = 0,n#0
e ((h+kymn) — (h—kymn e~ 2ymnd)
bMThn+kwmn)+(h7mmn)e—27mnd if m#£0,n#£0
(33)
C. Building the look-up table using the DCT
(a47 b4)
Source
Region
(a/za bQ)
. (Cbg, b3)
Field
Region

(a1,b1)

Fig. 2. Source and field regions for computing the surfacep&ature distribution.

As pointed out previously, for thermal problems, both therse region,
where the power is generated, and the field region, whosedtype is
to be computed, are located near the top surface of the chigs,Tin the
following analysis, we will focus on the = 0 plane and use the Green
function given in equation (32). Fig. 2 shows two rectanguégions on
the top surface of the chip. Assume the total power geneiatdde source
region isP;s and it is uniformly distributed. Then the power density o th
source region is given by

P
(a4 — ag)(bs — b3)
The average temperature in the field region can be compuiad us

Py(x',y') = where(z',%’) € source region (34)

1 as bo
-_ d dyT(z,y,2 =0 35
((12_(11)(1)2_171)[11 ﬂﬂ/b1 yT'(z,y,2=0) (35)

Applying equation (14) with: set to 0, we obtain

T =

P
(a2 —a1)(b2 — b1)(as — a3z)(bs — b'a)

/ dz/bjzdu/a dz’' b: dy' G (z,y, 2", y) =
i ("5) = (") ]+ {
> ) o (75) —m (752)] J+

Z B . nmwbsy . nmwby
2 on |sin { — = sin 5
P >
Fon X
{ (a2 —a1)(bs — b1)(as — az)(bg — b3) Z

o (222) o (22 o (25)

Ty =

CooPs + {

2.
=]

Mz

33
=lu

) - (252)]
o (52) (5] o (52) - o0 (52)]}

where

(36)



Don = { §ro )" 0, 37)
Fom = { Gon (5)" 00, (38)
a \2 2 .
Fom = { Gon )" )" g nto (o
Using the identity
sin(61)sin(62) = %(cos(&l — 62) — cos(61 + 02)) (40)

the first summation

> . mmas X mmay . mmay . mmas
Z Do |:sm< ) — sin <—>i| |:sm< ) 7sm< )]
= a a a a

(41)
can be re-written as a sum of eight terms in the form
1 mm(a;+a;)
i§ Z Docos <f (42)

m=0

wherei = 1,2 andj = 3, 4.

To utilize the DCT, we first discretize the top surface of thgpcinto
M equal divisions along the direction andN equal divisions along the
y direction and put the resulting grid on the surface. Thennwedate the

summation in equation (42) at indéx. If we assume that all the vertices

of the field and source regions are located on the grid pdiets = %
% % wherek; and k; are integers, an@<k; <M, 0<k;<M, then
equation (42) becomes

M

1 mﬂ'(kiikj)
+ 3 mz::() D, nocos < i ) (43)
Let
kitk; if 0<k;xk;<M
k=< —(kitk;) if kitk; <O (44)
2M — (ki +k;) if kitk; > M
then0<k<M and equation (43) can be re-written as
M
1 mmnk
:t§ Z D77LOCOS <7> (45)

m=0

This is exactly one term in the type-I DCT of the sequetitgy, and the
DCT sequence can be computed efficiently using the fast &ouensform

(FFT) in O(Mlog(M)) time [14]. After the DCT sequence is obtained,

it can be stored in a vector and used many times in future teahpe
simulations. As a result, the computation of the summatid) {s reduced
to eight look-ups in the DCT vector in constant time and thddirsg up
eight real numbers. Similarly, the summation involvif,, in equation
(36) can also be obtained efficiently using the DCT and tadd&-up.
The double summation in equation (36) can be re-written asna af

64 terms in the form
(mw(aiiaj)) cos (mr(bpibq))
a b
wherei = 1,2, j = 3,4,p = 1,2, andq = 3, 4. Using a similar approach,

equation (46) can be cast into
—mﬂ-k COs n—ﬂ-l
M N

1 oo oo
:EZ Z Z F’mncos

m=0n=0

(46)

(47)

Note that for a general Manhattan-style layout, the powercas can
always be divided into small rectangular regions where timaputational
techniques described here can be applied.

D. Selection of the discretization parameters M and N

The selection of the discretization parametkfsand N deserves some
more considerations. Assume the minimum feature size aluag andy
directions that need to be resolved arg;, andym:. respectively, then
M and N must satisfy

b
Ymin

However, sincell and N are also the truncation points of the summations
in equation (36), they must be large enough to ensure thecopemnce of
the summations. As pointed out in [15], the summations cgevenore
slowly aszmi» andy.m:, become smaller relative to the chip dimensians
andb. Thus, the actual values 8ff and N may be chosen to be larger than
the lower bounds given in (48) for the convergence purpaseddition,

to assist the utilization of the FFT in the DCT computatid,and N are
usually chosen to be powers of 2.

M>

and N>

(48)

Tmin

E. Time and storage complexity

As shown in the previous analysis, the overall algorithmivsded into
two steps, i.e.,

1) DCT table and vector computation
2) Temperature field evaluation

Using the FFT, the computation of the two DCT vectors invadvil/
and N cost O(Mlog(M)) and O(Nlog(N)) time respectively, and the
computation of the 2-D DCT table coSi(M-N-max{log(M),log(N)})
time. In the temperature evaluation step, the computatfothe temper-
ature rise in a field region due to the uniform power distirutin a
source region involves total of 80 look-ups in the DCT tahiel aectors
and the summation of the resulting numbers. As a compartbendirect
computation of equation (36) with the same accuracy withaihg the
DCT and table look-up approach has a cost(yfM/-N) and typically
M-N is much larger than 80 [9]. We emphasize that since the DCIE tab
and vectors only depend on the physical properties and thaggey of the
chip but are independent of the locations of the field andcsuegions,
they only need to be computed once for each fabrication t#oggy
and chip geometry. This fact makes the method presentedisnpper
very suitable for the optimization process in physical gessuch as the
thermal-aware placement [3] where a large number of diffieheat source
configurations are compared. Since the same DCT table aridrsezan
be used many times in temperature field evaluations, thetemmdrcost of
obtaining the DCT table and vectors are extremely small amusually
be ignored in real optimization problems. The storage ceripl of the
DCT table and vectors at@(M-N), O(M), andO(N), respectively.

IV. EXPERIMENTAL RESULTS

A. Accuracy of the proposed algorithm

The first experiment is to demonstrate the accuracy of theqsexd
algorithm. Fig. 3(a) shows the top surface of a chip with disiens of
2mmx2mmx0.5mm. The area is divided int8x8 equal square sections
and five power sources are placed in the corresponding seci® shown
in the figure. The thermal conductivity of the chip material is set to
148W/(m-°C) and the effective heat transfer coefficiéniof the bottom
surface of the chip is chosen to B&00W/(m?-°C), which is consistent
with the value used in [13]. The strength of the five power sesrare
(P1, P2, P, Py, P5) = (0.2W, 0.1W, 1W, 0.1W, 0.2W).

Fig. 3(b) shows the top surface temperature map obtained ubie
algorithm proposed in this paper, whefe— T, is the temperature rise
above the ambient. In obtaining the temperature map, thesuojace of
the chip was divided int64 x 64 small square regions with equal size and
the average temperature in each small square region wasutemprhe
parameters\/ and N were both set to 64, the minimum required values
from resolution considerations, because the convergemctheo Green

1 M N
:tZ Z Z Frncos
m=0n=0

where0<k<M and0<I<N. This is one term in the 2-D type-I DCT of function has already been achieved with = N = 64. Fig. 3(c) shows
the matrix F,.,. The 2-D DCT matrix can be computed using the FFThe relative error in the temperature map compared with dmpatation
in O(M-N-maz{log(M),log(N)}) time, and after the 2-D DCT table is result obtained from a commercial CFD software for thermadlysis.
obtained, the double summation reduces to 64 table lookirupsnstant We can see clearly that the error is beldd, which demonstrates the
time and then adding up 64 real numbers. accuracy of our method.
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Fig. 3. Accuracy of the proposed algorithm (a) power soucmations (b) computed temperature distribution abbyeusing the proposed algorithm (c) relative error
of the proposed algorithm compared with the result from aroencial CFD software.

B. Efficiency of the proposed algorithm s " * * * * *
(=)

The second experiment is to demonstrate the efficiency ofthygosed = s N 1
algorithm compared with the direct application of the Grdanction 2 ol 0\ |
method to compute the temperature distribution. We sti# tlee same wl \
chip dimensions and physical properties as in the previalsection. Q 40r X R
However, only one power source is used this time to make thsepitation B al \ |
clearer. The power source occupies a square region withndiioes of o N\

Zemm X t2mm at the exact center of the chip. The strength of the T 0} \ .
power source isPs = 50mW. The average temperature abd¥g of the ol - |
source region itself is computed. The parameferand N are both chosen I

]Eo be 512 in our algorithmhfrom convergence cogside;%imsrt]ﬁe Cf;reen 05 e *2;;% Ksoo
unction, i.e., we require the truncation error to be withff. The infinite . . .
summations in the Green function is more difficult to coneeig this Truncation PointV = N
example because the sizes of the source and field regioriveeia the (@)

chip dimensions are smaller than those in the previous ebeamp

Using the proposed algorithm, the average temperature eokdlurce 5 : : : : :
region itself aboveT, is found to be 11.537°C. The total computation o aslh |
time of the DCT matrix and vectors using MATLAB is 1.39secingdsthe g L |
pre-calculated DCT coefficients for this technology angpa@ometry, the ~
evaluation of the average temperature only takesrs2s. g 851 i

As a comparison, we also computed the average temperatave ap (=R 1
of the source region using equation (36) directly, whiclresponds to the S 25r 1
direct application of the Green function method. In the dimaethod, it is xr 2 1
unnecessary to consider the resolution issue becauseéay(&8) does not 15 - A
require the verticegas, b;) of the source and field regions to coincide with 1t P g
some grid points. So the parametdisand N are completely determined 05 F // g
by the convergence consideration. Since the chip is squereetM = N 0 e . . . .
in our ana]ysisl 0 50 100 . 150 . 200 250 300

Fig. 4 shows the relative error and the corresponding runtirhthe Truncation PointM = N
direct method. We can observe from the figure that even fiff;aelative
error inT — Ty, the truncation point must be higher than 160. The runtime (b)
at this truncation point is 1.508sec, which is more than 60@3$ slower
than our algorithm, and the accuracy of our algorithm is mhigher. Fig. 4. Accuracy and computation time of the direct appiératof the Green

function method (a) relative error ifi' — T, versus truncation point (b) runtime
L. versus truncation point.
C. A realistic example

Fig. 5(a) shows the floorplan from [16], which is similar tattof the . ]
DECgAIp(h; 21264 processgr but is s[cal]ed from #56nm to theesnm  that when the quartz substrate is used, the top surface afhipecan no
technology. The scaled chip dimensions &t8mm x 3.3mm x 0.5mm, longer be considered as adllabatlc b.ecause of the low thmndbct!v[ty
and we assume that the chip has the same physical propestiesse used of the substrate material. Fig. 5(d) is only provided to prafie validity
in the previous examg)les Fig. 5(b) shows the power denstyilstion of  Of Fig. 5(c).
the modules |rW/cm We divided the top surface of the chip iridx 64
small square regions with equal size and computed the teypermap, V. EXTENSION TO THE MULTILAYERED SUBSTRATE AND
which is shown in Fig. 5(c). From the figure, we can see cletiryy the
temperature map is much smoother than the power density wiaph is PACKAGING STRUCTURES
due to the relatively high thermal conductivity of the silicsubstrate and  The analysis in the previous sections are based on the aSsuantipat
the horizontal heat transfer [17]. To demonstrate this, lasin Fig. 5(d) the solder, packaging, and ambient can be characterized doymbined
the surface temperature map on quartz substrate when the gawer effective heat transfer coefficient This is a technique typically used in
density distribution is applied. Since quartz has a themoalductivity of fast temperature estimations. If a more accurate temperatumputation is
only 10.4W/(m°C), which is much lower than that of silicon, the resultingequired, the chip, solder, and packaging must be treatadwadgtilayered
temperature map tracks the power density map more close\ypdt out structure. It is very easy to extend the method presentedign gaper
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Fig. 5.
substrate.

to handle the rectangular shaped multilayers. Comparel thvé single-
layered situation (equations (6)-(9)), equations (6) af)dafll be satisfied
in each individual layer if a multilayered structure is sadd Equation (9)
will be satisfied on the top surface of the chip and equatigrbé&omes

ky T (z,y,2)

9% (49)

= haT'(%,y,2)|:=—aq,

z=—dp

wherek, is the thermal conductivity of the packaging ahgl is the heat
transfer coefficient of the ambient. In additidh;(x,y, z) and the heat
flow must be continuous at the boundary between two adjacsmrd,
which results in four more boundary conditions

Tl(‘nyvz)'Z:*dJﬁé = T,(:C7y7z)|Z:*d*€ (50)
T'(2,y,2)|o=—d,+e T'(2,y,2)]2=—d.—e (51)
/ ’
kaT (%ZJ:Z) = ks or (:c,y,z) (52)
82 z=—d+te 82: z=—d—e
g, @,y 2) _ @y ) (53)
aZ z=—ds+e aZ z=—ds—e€

(1]

(2]

(3]

(4]

(5]

(6]
(7]

wherek, ks, andk, are the thermal conductivities of the chip, solder, and8]

packaging respectively, ards an infinitely small quantity. The following
steps of Green function analysis, building up the DCT talvlé @ectors,

and computing the temperature distributions are all veryilar to the

single-layered case except that each individual layer nas d different
set of coefficients in the infinite series representatiohef&reen function.
Interested readers are referred to the literature for thee®function of
multilayered structures [9] [10].

VI. CONCLUSIONS

In this paper, we combined the Green function method withDa
and table look-up techniques to accurately and efficientignpute the
surface temperature distribution on VLSI chips due to s@fpower
sources. The conventional Green function method used irpegature
computations has the drawback of slow convergence in theitefseries
representation of the temperature, hence, causing higipuational cost
in real implementations. By discretizing the chip surfaod astablishing

El

[20]

[11]

[12]
[13]

[14]

the 2-D DCT table and 1-D DCT vectors, we were able to reduee tfys)

infinite summation to 64 look-ups in the DCT table and 16 logs- in
the DCT vectors. The following summation of the look-up tesuan
be accomplished in constant time. Experimental resultavstiat our

[16]

method has a relative error of beloWs compared with commercial CFD [17]

softwares for thermal analysis and the runtime of our athoriis orders
of magnitude smaller than that of the conventional Greewtfan method.

The method demonstrated in this paper is very suitable ftimigation

problems such as the thermal-aware placement where a largben of

different temperature distributions have to be computedcesthe DCT

table and vectors only need to be computed once for eachdlegynand

chip geometry but are independent of the exact placementltsf, che

amortized cost of establishing the DCT table and vectorseigible.

Finally, our method can be easily extended to simulate thepésature
distributions when the multilayered substrate and packagtructures are
considered, where a more accurate result can be obtained.

(d)

Power and temperature distribution of a realistigp ) floorplan (b) power distribution (c) temperature disition (d) temperature distribution on quartz
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