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Abstract— Temperature-related effects are critical in determining
both the performance and reliability of VLSI circuits. Accu rate and
efficient estimation of the temperature distribution corresponding to
a specific circuit layout is indispensable in physical design automation
tools. In this paper, we propose a highly accurate fast algorithm for
computing the on-chip temperature distribution due to power sources
located on the top surface of the chip. The method is a combination
of several computational techniques including the Green function
method, the discrete cosine transform (DCT), and the table look-up
technique. The high accuracy of the algorithm comes from thefully
analytical nature of the Green function method, and the highefficiency
is due to the application of the fast Fourier transform (FFT) technique
to compute the DCT and later obtaining the temperature field for
any power source distribution using the pre-calculated look-up table.
Experimental results have demonstrated that our method hasa relative
error of below 1% compared with commercial computational fluid
dynamic (CFD) softwares for thermal analysis, while the efficiency of
our method is orders of magnitude higher than the direct application
of the Green function method.

I. I NTRODUCTION

The continuously increasing computational capability of modern VLSI
circuits has resulted in higher and higher power consumption, and hence
a significant increase in chip temperature. The temperature-related effects
are very important in determining both the performance and reliability of
the circuit. As pointed out in [1], the delay of aluminum interconnect goes
up by 30% when the temperature rises from 25°C to 100°C, and itwas
reported in [2] that the electromigration-induced mean-time-to-failure of
interconnect is reduced by 90% when the temperature increases from 25°C
to 52.5°C. Thus, it is crucial to incorporate the thermal effects into the
physical design tools of VLSI circuits, such as in [3] where acell-level
placement algorithm for improving the substrate thermal distribution was
implemented.

The first step towards developing a powerful thermal-aware physical
design tool is to be able to compute the temperature field on a chip quickly
and accurately given a power source distribution. The efficiency of the
temperature-computation algorithm is of paramount importance because
it is often used as part of the simulation core of an optimization engine
where a huge number of different physical layouts are compared and an
independent temperature field computation has to be performed for each
layout.

Generally speaking, there are three major types of methods that can be
used to obtain the on-chip temperature distribution. The finite difference
method (FDM) discretizes the differential operator of the governing equa-
tion of the thermal effect [3] [4]. This method is very robustand accurate,
provided a fine discretization is used. However, since the volume meshing
of the entire substrate is required even though the devices are fabricated
only in a thin layer close to the top surface of the chip, the efficiency of
the algorithm is relatively low. The second approach is the finite element
method (FEM) where the field quantity is discretized [5]. Theadvantage of
the FEM is its high flexibility because it can handle complicated geometric
shapes and various kinds of boundary conditions effectively. However, the
FEM also has the drawback of low efficiency because, as the FDM, it
also requires the meshing of the entire chip volume. The third approach
is based on the Green function method where the temperature field under
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a unity point power source is first obtained and then the temperature field
under arbitrary power source distribution can be computed by integrating
the corresponding Green function. The Green function method avoids
the volume meshing problem by only focusing on the power-generating
surfaces, which results in high efficiency. In addition, dueto the fully
analytical nature of the Green function, the accuracy of thecomputation is
also maintained. In [6], the Green function approach was used to find the
temperature field in rectangular substrates. However, since the underlying
Green function is expressed as a multiple-infinite summation and it has to
be truncated at high indices in real implementations to maintain reasonable
accuracy, the efficiency of the method is not fully reflected.In [7], the
method of images was used to obtain the Green function in closed form
at the expense of relaxing the boundary conditions by assuming the chip
is infinitely large horizontally. The advantage of this method is that the
Green function can be computed on-line very quickly and thusit is suitable
for optimization purposes. However, by assuming the chip isinfinitely
large horizontally, only the thermal effects that are far from the vertical
chip boundaries can be accurately computed, which results in the method
unsuitable for full-chip thermal simulations. In [8], an efficient algorithm
for evaluating the temperature field in VLSI chips using the semi-analytical
Green function of multilayered materials was proposed. However, this
method also assumes that the chip is infinitely large horizontally, and hence
it has the same problem as [7].

The computation of the steady state temperature fieldT in thermal
problems is very similar to the computation of the potentialfield φ in
electrical problems. BothT and φ satisfy the Poisson’s equation, and
the power sourceP in thermal problems corresponds to the chargeq in
electrical problems. However, the boundary conditions aredifferent in the
two problems, and therefore the solutions also differ. In [9] and [10], the
discrete cosine transform (DCT) and a pre-calculated look-up table were
used in a highly accurate and efficient Green function based algorithm to
calculate the electric potential distribution in rectangular substrates. In this
method, it is not necessary to compute the multiple-infinitesummation in
the Green function on-line. Instead, the potential can be computed by the
simple summation of a few terms in the pre-calculated look-up table. Since
the look-up table only needs to be computed once for each technology and
substrate geometry, but is independent of where the devicesare located
on the chip, it can be used many times in the optimization process of the
physical design, which results in a significant improvementin efficiency.

In this work, we adopted the DCT and table look-up approachesto
calculate the steady state temperature distribution on rectangular VLSI
chips. The Green function suitable for the special boundaryconditions
of the thermal problem was first developed. Then the DCT look-up table
and vectors were set up to assist the evaluation of the temperature field.
Experimental results show that our method has a relative error of below1%
compared with commercial computational fluid dynamic (CFD)softwares
for thermal analysis, while the efficiency of our method is orders of
magnitude higher than the direct application of the Green function method.
The rest of the paper will be organized as follows. Section IIformulates
the temperature field computation problem under the appropriate boundary
conditions. Section III develops the look-up table in detail using the
Green function method and DCT. Section IV shows the experimental
results. Section V discusses the extension of the proposed algorithm to
the multilayered substrate and packaging structures, and the conclusions
are given in section VI.

II. PROBLEM FORMULATION

Fig. 1 shows a schematic of a VLSI chip with the associated packaging.
The shaded areas on the top surface of the chip represent the devices. The
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Fig. 1. Schematic of a VLSI chip with packaging.

heat conduction and temperature distribution inside the chip are governed
by the heat diffusion equation

ρcp
∂T (x, y, z, t)

∂t
= ∇ · [k(x, y, z, T )∇T (x, y, z, t)] + g(x, y, z, t) (1)

whereT is the temperature (°C),k is the thermal conductivity (W/(m·°C)),
g is the volume power density (W/m3), ρ is the density of the material
(kg/m3), andcp is the specific heat (J/(kg·°C)) [11]. Since in microelec-
tronics, all the devices that can dissipate power are fabricated in a very
thin layer close to the top surface of the chip, it is reasonable to assume
that there is no power source inside the chip and thusg can be set to zero.
The power dissipation of the devices will be reflected in the top surface
boundary condition. In addition, for steady state temperature distribution,
the time derivative ofT in equation (1) also vanishes. If we further assume
that the thermal conductivityk is a constant, then equation (1) can be
simplified to

∇2T (x, y, z) = 0 (2)

which is the well-known Laplace’s equation. The boundary conditions at
the vertical surfaces of the chip are obtained by making the adiabatic
assumption [12], which results in

∂T (x, y, z)

∂x

˛

˛

˛

˛

x=0,a

=
∂T (x, y, z)

∂y

˛

˛

˛

˛

y=0,b

= 0 (3)

For the bottom surface of the chip, we use the convection boundary
condition

k
∂T (x, y, z)

∂z

˛

˛

˛

˛

z=−d

= h(T (x, y, z)|z=−d − Ta) (4)

whereh is the combined effective heat transfer coefficient of the solder,
packaging and ambient (W/(m2·°C)), and Ta is the ambient tempera-
ture [13]. The top surface of the chip can be assumed to be adiabatic
since a thick passivation layer is usually placed on the top of the IC chip
in fabrication. The net result of the adiabatic assumption about the top
surface is that all the power generated by the devices are conducted into
the substrate, hence, the boundary condition at the top surface becomes

k
∂T (x, y, z)

∂z

˛

˛

˛

˛

z=0

= Pd(x, y) (5)

where Pd(x, y) is the surface power density (W/m2) due to the power
dissipation of devices [12]. LetT ′ = T − Ta, equation (2) and boundary
conditions (3)-(5) then become

∇2T ′(x, y, z) = 0 (6)

∂T ′(x, y, z)

∂x

˛

˛

˛

˛

x=0,a

=
∂T ′(x, y, z)

∂y

˛

˛

˛

˛

y=0,b

= 0 (7)

k
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=−d

= hT ′(x, y, z)|z=−d (8)

k
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=0

= Pd(x, y) (9)

Equations (6)-(9) constitute the problem we are solving in this paper.

III. D EVELOPMENT OF THE LOOK-UP TABLE USING THE

GREEN FUNCTION METHOD ANDDCT

A. Green function method
Let G(x, y, z, x′, y′) be the distribution of temperature aboveTa in the

chip when a unity point power source of 1W is placed at point(x′, y′) on
the top surface of the chip. ThenG(x, y, z, x′, y′) satisfies the equation

∇2G(x, y, z, x′, y′) = 0 (10)

and the boundary conditions

∂G(x, y, z, x′, y′)

∂x

˛

˛

˛

˛

x=0,a

=
∂G(x, y, z, x′, y′)

∂y

˛

˛

˛

˛

y=0,b

= 0 (11)

k
∂G(x, y, z, x′, y′)

∂z

˛

˛

˛

˛

z=−d

= hG(x, y, z, x′, y′)|z=−d (12)

k
∂G(x, y, z, x′, y′)

∂z

˛

˛

˛

˛

z=0

= δ(x − x′)δ(y − y′) (13)

where δ(x − x′) and δ(y − y′) are the Dirac delta functions.
G(x, y, z, x′, y′) is called the Green function, and the temperature field
under arbitrary surface power density distribution can be obtained easily
by

T ′(x, y, z) =

Z a

0

dx′

Z b

0

dy′G(x, y, z, x′, y′)Pd(x
′, y′) (14)

The validity of (14) can be proved as follows. Due to the linearity of
integration, it is obviously true thatT ′(x, y, z) satisfies equations (6)-(8)
if G(x, y, z, x′, y′) satisfies equations (10)-(12). Hence, we only need to
show that the expression in (14) satisfies equation (9). Exchanging the
order of partial derivative and integration, we obtain

k
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=0

= k

»

∂

∂z

Z a

0

dx′

Z b

0

dy′G(x, y, z, x′, y′)Pd(x
′, y′)

– ˛

˛

˛

˛

z=0

= k

Z a

0

dx′

Z b

0

dy′ ∂G(x, y, z, x′, y′)

∂z

˛

˛

˛

˛

z=0

Pd(x
′, y′)

=

Z a

0

dx′

Z b

0

dy′δ(x − x′)δ(y − y′)Pd(x
′, y′) = Pd(x, y) (15)

which proves that equation (9) is indeed satisfied.

B. Computation of the Green function
Now we compute the analytical form of the Green function. Using

separation of variables,G(x, y, z, x′, y′) can be written as

G(x, y, z, x′, y′) =

∞
X

m=0

∞
X

n=0

cos
“mπx

a

”

cos
“nπy

b

”

Zmn(z) (16)

Thex andy dependencies in (16) ensure that the boundary condition (11)
is satisfied. The Laplace’s equation (10) now becomes

∞
X

m=0

∞
X

n=0

„

d2Zmn(z)

dz2
− γ2

mnZmn(z)

«

cos
“mπx

a

”

cos
“nπy

b

”

= 0

(17)

whereγmn =
q

`

mπ
a

´2
+

`

nπ
b

´2
. Due to the orthogonality of the cosine

functions in the integral sense, we obtain

d2Zmn(z)

dz2
− γ2

mnZmn(z) = 0 (18)

for arbitrarym andn. We require that eachZmn(z) satisfy

k
dZmn(z)

dz

˛

˛

˛

˛

z=−d

= hZmn(z)|z=−d (19)

such that the boundary condition (12) is satisfied. Boundarycondition (13)
can be cast into the form



k

∞
X

m=0

∞
X

n=0

cos
“mπx

a

”

cos
“nπy

b

” dZmn(z)

dz

˛

˛

˛

˛

z=0

= δ(x − x′)δ(y − y′)

(20)

Thus, in the following derivations, it is only necessary to focus on
equations (18)-(20) to findZmn(z). We consider two different cases

1) m = n = 0

Equation (18) becomes

d2Z00(z)

dz2
= 0 (21)

Thus,

Z00(z) = α00z + β00 (22)

From equation (19), we obtain

(k + hd)α00 = hβ00 (23)

Integrating both sides of equation (20) over the top surfaceof the
chip, we obtain

kab · α00 = 1 (24)

Hence

α00 =
1

kab
(25)

β00 =
k + hd

kabh
(26)

2) m andn are not both equal to zero

From equation (18), we obtain

Zmn(z) = αmneγmnz + βmne−γmnz (27)

From equation (19), we obtain

(h − kγmn)e−γmndαmn + (h + kγmn)eγmndβmn = 0 (28)

Multiplying both sides of equation (20) bycos
`

mπx
a

´

cos
`

nπy

b

´

and integrating over the top surface of the chip, we obtain

k

s
ab(αmn − βmn)γmn = cos

„

mπx′

a

«

cos

„

nπy′

b

«

(29)

wheres = 4 if m 6=0 and n6=0, and s = 2 if one of m and n is
zero. Hence

αmn =

s
abkγmn

(h + kγmn)

(h + kγmn) + (h − kγmn)e−2γmnd
×

cos

„

mπx′

a

«

cos

„

nπy′

b

«

(30)

βmn =
− s

abkγmn
(h − kγmn)e−2γmnd

(h + kγmn) + (h − kγmn)e−2γmnd
×

cos

„

mπx′

a

«

cos

„

nπy′

b

«

(31)

Thus, we have obtained the analytical form of the Green function as a
double-infinite summation.

Since all the devices and interconnects in a VLSI circuit arefabricated
in a thin layer close to the top surface of the chip, we are onlyinterested
in the temperature distribution on thez = 0 plane. Settingz to 0 in the
Green function, we obtain

G′(x, y, x′, y′) , G(x, y, z = 0, x′, y′)

=
∞

X

m=0

∞
X

n=0

Cmncos
“mπx

a

”

cos
“nπy

b

”

cos

„

mπx′

a

«

cos

„

nπy′

b

«

(32)

where

Cmn =

8

>

>

>

>

<

>

>

>

>

:

k+hd
kabh

if m = n = 0
2

abkγmn
((h+kγmn)−(h−kγmn)e−2γmnd)

(h+kγmn)+(h−kγmn)e−2γmnd if m 6=0, n = 0

or m = 0, n6=0
4

abkγmn
((h+kγmn)−(h−kγmn)e−2γmnd)

(h+kγmn)+(h−kγmn)e−2γmnd if m 6=0, n6=0
(33)

C. Building the look-up table using the DCT
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Fig. 2. Source and field regions for computing the surface temperature distribution.

As pointed out previously, for thermal problems, both the source region,
where the power is generated, and the field region, whose temperature is
to be computed, are located near the top surface of the chip. Thus, in the
following analysis, we will focus on thez = 0 plane and use the Green
function given in equation (32). Fig. 2 shows two rectangular regions on
the top surface of the chip. Assume the total power generatedby the source
region isPs and it is uniformly distributed. Then the power density of the
source region is given by

Pd(x
′, y′) =

Ps

(a4 − a3)(b4 − b3)
where(x′, y′) ∈ source region (34)

The average temperature in the field region can be computed using

Tf =
1

(a2 − a1)(b2 − b1)

Z a2

a1

dx

Z b2

b1

dyT (x, y, z = 0) (35)

Applying equation (14) withz set to 0, we obtain

Tf =
Ps

(a2 − a1)(b2 − b1)(a4 − a3)(b4 − b3)
×

Z

a2

a1

dx

Z

b2

b1

dy

Z

a4

a3

dx′

Z

b4

b3

dy′G′(x, y, x′, y′) =

C00Ps +



Ps

(a2 − a1)(a4 − a3)

∞
X

m=0

Dm0

»

sin

„

mπa2

a

«

− sin

„

mπa1

a

«–

×

»

sin

„

mπa4

a

«

− sin

„

mπa3

a

«– ff

+



Ps

(b2 − b1)(b4 − b3)
×

∞
X

n=0

E0n

»

sin

„

nπb2

b

«

− sin

„

nπb1

b

«– »

sin

„

nπb4

b

«

− sin

„

nπb3

b

«– ff

+



Ps

(a2 − a1)(b2 − b1)(a4 − a3)(b4 − b3)

∞
X

m=0

∞
X

n=0

Fmn×

»

sin

„

mπa2

a

«

− sin

„

mπa1

a

«– »

sin

„

mπa4

a

«

− sin

„

mπa3

a

«–

×

»

sin

„

nπb2

b

«

− sin

„

nπb1

b

«– »

sin

„

nπb4

b

«

− sin

„

nπb3

b

«– ff

(36)

where



Dm0 =



Cm0

`

a
mπ

´2
if m 6=0

0 if m = 0
(37)

E0n =



C0n

`

b
nπ

´2
if n6=0

0 if n = 0
(38)

Fmn =



Cmn

`

a
mπ

´2 `

b
nπ

´2
if m 6=0, n6=0

0 otherwise
(39)

Using the identity

sin(θ1)sin(θ2) =
1

2
(cos(θ1 − θ2) − cos(θ1 + θ2)) (40)

the first summation

∞
X

m=0

Dm0

»

sin

„

mπa2

a

«

− sin

„

mπa1

a

«– »

sin

„

mπa4

a

«

− sin

„

mπa3

a

«–

(41)

can be re-written as a sum of eight terms in the form

±
1

2

∞
X

m=0

Dm0cos

„

mπ(ai±aj)

a

«

(42)

wherei = 1, 2 and j = 3, 4.
To utilize the DCT, we first discretize the top surface of the chip into

M equal divisions along thex direction andN equal divisions along the
y direction and put the resulting grid on the surface. Then we truncate the
summation in equation (42) at indexM . If we assume that all the vertices
of the field and source regions are located on the grid points,i.e., ai

a
= ki

M
,

aj

a
=

kj

M
, whereki and kj are integers, and0≤ki≤M , 0≤kj≤M , then

equation (42) becomes

±
1

2

M
X

m=0

Dm0cos

„

mπ(ki±kj)

M

«

(43)

Let

k =

(

ki±kj if 0≤ki±kj≤M
−(ki±kj) if ki±kj < 0
2M − (ki±kj) if ki±kj > M

(44)

then0≤k≤M and equation (43) can be re-written as

±
1

2

M
X

m=0

Dm0cos

„

mπk

M

«

(45)

This is exactly one term in the type-I DCT of the sequenceDm0, and the
DCT sequence can be computed efficiently using the fast Fourier transform
(FFT) in O(M log(M)) time [14]. After the DCT sequence is obtained,
it can be stored in a vector and used many times in future temperature
simulations. As a result, the computation of the summation (41) is reduced
to eight look-ups in the DCT vector in constant time and then adding up
eight real numbers. Similarly, the summation involvingE0n in equation
(36) can also be obtained efficiently using the DCT and table look-up.

The double summation in equation (36) can be re-written as a sum of
64 terms in the form

±
1

4

∞
X

m=0

∞
X

n=0

Fmncos

„

mπ(ai±aj)

a

«

cos

„

nπ(bp±bq)

b

«

(46)

wherei = 1, 2, j = 3, 4, p = 1, 2, andq = 3, 4. Using a similar approach,
equation (46) can be cast into

±
1

4

M
X

m=0

N
X

n=0

Fmncos

„

mπk

M

«

cos

„

nπl

N

«

(47)

where0≤k≤M and0≤l≤N . This is one term in the 2-D type-I DCT of
the matrixFmn. The 2-D DCT matrix can be computed using the FFT
in O(M ·N ·max{log(M), log(N)}) time, and after the 2-D DCT table is
obtained, the double summation reduces to 64 table look-upsin constant
time and then adding up 64 real numbers.

Note that for a general Manhattan-style layout, the power sources can
always be divided into small rectangular regions where the computational
techniques described here can be applied.

D. Selection of the discretization parameters M and N
The selection of the discretization parametersM andN deserves some

more considerations. Assume the minimum feature size alongthex andy
directions that need to be resolved arexmin and ymin respectively, then
M andN must satisfy

M≥
a

xmin

and N≥
b

ymin

(48)

However, sinceM andN are also the truncation points of the summations
in equation (36), they must be large enough to ensure the convergence of
the summations. As pointed out in [15], the summations converge more
slowly asxmin andymin become smaller relative to the chip dimensionsa
andb. Thus, the actual values ofM andN may be chosen to be larger than
the lower bounds given in (48) for the convergence purpose. In addition,
to assist the utilization of the FFT in the DCT computation,M andN are
usually chosen to be powers of 2.

E. Time and storage complexity
As shown in the previous analysis, the overall algorithm is divided into

two steps, i.e.,
1) DCT table and vector computation
2) Temperature field evaluation

Using the FFT, the computation of the two DCT vectors involving M
and N cost O(M log(M)) and O(N log(N)) time respectively, and the
computation of the 2-D DCT table costO(M ·N ·max{log(M), log(N)})
time. In the temperature evaluation step, the computation of the temper-
ature rise in a field region due to the uniform power distribution in a
source region involves total of 80 look-ups in the DCT table and vectors
and the summation of the resulting numbers. As a comparison,the direct
computation of equation (36) with the same accuracy withoutusing the
DCT and table look-up approach has a cost ofO(M ·N) and typically
M ·N is much larger than 80 [9]. We emphasize that since the DCT table
and vectors only depend on the physical properties and the geometry of the
chip but are independent of the locations of the field and source regions,
they only need to be computed once for each fabrication technology
and chip geometry. This fact makes the method presented in this paper
very suitable for the optimization process in physical design such as the
thermal-aware placement [3] where a large number of different heat source
configurations are compared. Since the same DCT table and vectors can
be used many times in temperature field evaluations, the amortized cost of
obtaining the DCT table and vectors are extremely small and can usually
be ignored in real optimization problems. The storage complexity of the
DCT table and vectors areO(M ·N), O(M), andO(N), respectively.

IV. EXPERIMENTAL RESULTS

A. Accuracy of the proposed algorithm
The first experiment is to demonstrate the accuracy of the proposed

algorithm. Fig. 3(a) shows the top surface of a chip with dimensions of
2mm×2mm×0.5mm. The area is divided into8×8 equal square sections
and five power sources are placed in the corresponding sections as shown
in the figure. The thermal conductivityk of the chip material is set to
148W/(m·°C) and the effective heat transfer coefficienth of the bottom
surface of the chip is chosen to be8700W/(m2·°C), which is consistent
with the value used in [13]. The strength of the five power sources are
(P1, P2, P3, P4, P5) = (0.2W, 0.1W, 1W, 0.1W, 0.2W).

Fig. 3(b) shows the top surface temperature map obtained using the
algorithm proposed in this paper, whereT − Ta is the temperature rise
above the ambient. In obtaining the temperature map, the topsurface of
the chip was divided into64×64 small square regions with equal size and
the average temperature in each small square region was computed. The
parametersM and N were both set to 64, the minimum required values
from resolution considerations, because the convergence of the Green
function has already been achieved withM = N = 64. Fig. 3(c) shows
the relative error in the temperature map compared with the computation
result obtained from a commercial CFD software for thermal analysis.
We can see clearly that the error is below1%, which demonstrates the
accuracy of our method.
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Fig. 3. Accuracy of the proposed algorithm (a) power source locations (b) computed temperature distribution aboveTa using the proposed algorithm (c) relative error
of the proposed algorithm compared with the result from a commercial CFD software.

B. Efficiency of the proposed algorithm
The second experiment is to demonstrate the efficiency of theproposed

algorithm compared with the direct application of the Greenfunction
method to compute the temperature distribution. We still use the same
chip dimensions and physical properties as in the previous subsection.
However, only one power source is used this time to make the presentation
clearer. The power source occupies a square region with dimensions of
2

128
mm × 2

128
mm at the exact center of the chip. The strength of the

power source isPs = 50mW. The average temperature aboveTa of the
source region itself is computed. The parametersM andN are both chosen
to be 512 in our algorithm from convergence considerations for the Green
function, i.e., we require the truncation error to be within1%. The infinite
summations in the Green function is more difficult to converge in this
example because the sizes of the source and field regions relative to the
chip dimensions are smaller than those in the previous example.

Using the proposed algorithm, the average temperature of the source
region itself aboveTa is found to be 11.537°C. The total computation
time of the DCT matrix and vectors using MATLAB is 1.39sec. Using the
pre-calculated DCT coefficients for this technology and chip geometry, the
evaluation of the average temperature only takes 2.25msec.

As a comparison, we also computed the average temperature above Ta

of the source region using equation (36) directly, which corresponds to the
direct application of the Green function method. In the direct method, it is
unnecessary to consider the resolution issue because equation (36) does not
require the vertices(ai, bi) of the source and field regions to coincide with
some grid points. So the parametersM andN are completely determined
by the convergence consideration. Since the chip is square,we setM = N
in our analysis.

Fig. 4 shows the relative error and the corresponding runtime of the
direct method. We can observe from the figure that even for a5% relative
error inT −Ta, the truncation point must be higher than 160. The runtime
at this truncation point is 1.508sec, which is more than 600 times slower
than our algorithm, and the accuracy of our algorithm is muchhigher.

C. A realistic example
Fig. 5(a) shows the floorplan from [16], which is similar to that of the

DEC Alpha 21264 processor but is scaled from the350nm to the65nm
technology. The scaled chip dimensions are3.3mm×3.3mm×0.5mm,
and we assume that the chip has the same physical properties as those used
in the previous examples. Fig. 5(b) shows the power density distribution of
the modules inW/cm2. We divided the top surface of the chip into64×64
small square regions with equal size and computed the temperature map,
which is shown in Fig. 5(c). From the figure, we can see clearlythat the
temperature map is much smoother than the power density map,which is
due to the relatively high thermal conductivity of the silicon substrate and
the horizontal heat transfer [17]. To demonstrate this, we show in Fig. 5(d)
the surface temperature map on quartz substrate when the same power
density distribution is applied. Since quartz has a thermalconductivity of
only 10.4W/(m·°C), which is much lower than that of silicon, the resulting
temperature map tracks the power density map more closely. We point out
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Fig. 4. Accuracy and computation time of the direct application of the Green
function method (a) relative error inT − Ta versus truncation point (b) runtime
versus truncation point.

that when the quartz substrate is used, the top surface of thechip can no
longer be considered as adiabatic because of the low thermalconductivity
of the substrate material. Fig. 5(d) is only provided to prove the validity
of Fig. 5(c).

V. EXTENSION TO THE MULTILAYERED SUBSTRATE AND

PACKAGING STRUCTURES

The analysis in the previous sections are based on the assumption that
the solder, packaging, and ambient can be characterized by acombined
effective heat transfer coefficienth. This is a technique typically used in
fast temperature estimations. If a more accurate temperature computation is
required, the chip, solder, and packaging must be treated asa multilayered
structure. It is very easy to extend the method presented in this paper
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Fig. 5. Power and temperature distribution of a realistic chip (a) floorplan (b) power distribution (c) temperature distribution (d) temperature distribution on quartz
substrate.

to handle the rectangular shaped multilayers. Compared with the single-
layered situation (equations (6)-(9)), equations (6) and (7) will be satisfied
in each individual layer if a multilayered structure is studied. Equation (9)
will be satisfied on the top surface of the chip and equation (8) becomes

kp
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=−dp

= haT ′(x, y, z)|z=−dp (49)

wherekp is the thermal conductivity of the packaging andha is the heat
transfer coefficient of the ambient. In addition,T ′(x, y, z) and the heat
flow must be continuous at the boundary between two adjacent layers,
which results in four more boundary conditions

T ′(x, y, z)|z=−d+ǫ = T ′(x, y, z)|z=−d−ǫ (50)

T ′(x, y, z)|z=−ds+ǫ = T ′(x, y, z)|z=−ds−ǫ (51)

k
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=−d+ǫ

= ks
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=−d−ǫ

(52)

ks
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=−ds+ǫ

= kp
∂T ′(x, y, z)

∂z

˛

˛

˛

˛

z=−ds−ǫ

(53)

wherek, ks, andkp are the thermal conductivities of the chip, solder, and
packaging respectively, andǫ is an infinitely small quantity. The following
steps of Green function analysis, building up the DCT table and vectors,
and computing the temperature distributions are all very similar to the
single-layered case except that each individual layer now has a different
set of coefficients in the infinite series representation of the Green function.
Interested readers are referred to the literature for the Green function of
multilayered structures [9] [10].

VI. CONCLUSIONS

In this paper, we combined the Green function method with theDCT
and table look-up techniques to accurately and efficiently compute the
surface temperature distribution on VLSI chips due to surface power
sources. The conventional Green function method used in temperature
computations has the drawback of slow convergence in the infinite series
representation of the temperature, hence, causing high computational cost
in real implementations. By discretizing the chip surface and establishing
the 2-D DCT table and 1-D DCT vectors, we were able to reduce the
infinite summation to 64 look-ups in the DCT table and 16 look-ups in
the DCT vectors. The following summation of the look-up results can
be accomplished in constant time. Experimental results show that our
method has a relative error of below1% compared with commercial CFD
softwares for thermal analysis and the runtime of our algorithm is orders
of magnitude smaller than that of the conventional Green function method.
The method demonstrated in this paper is very suitable for optimization
problems such as the thermal-aware placement where a large number of
different temperature distributions have to be computed. Since the DCT
table and vectors only need to be computed once for each technology and
chip geometry but are independent of the exact placement of cells, the
amortized cost of establishing the DCT table and vectors is negligible.
Finally, our method can be easily extended to simulate the temperature
distributions when the multilayered substrate and packaging structures are
considered, where a more accurate result can be obtained.
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