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Abstract—This paper presents a novel scheme for mitigating delay a higher delay degradation, we show that by elevafifjg to an
degradations in digital circuits due to bias temperature irstability (BTI).  gptimal, greater-than-nominal value, we can achieve a lower delay
The method works in two alternating phases. In the first, a grater- degradation than that incurred at the nomikial
than-nominal supply voltage, V4 , is used, which causes a task to ’
complete more quickly but causes greater aging than the nomal supply V., =11V
voltage, V44, - In the second, the circuit is power-gated, enabling the BTI 9.

recovery phase. We demonstrate, both at the circuit and therahitectural g :
levels, that this approach can significantly mitigate agingfor a small S "
performance penalty. a | /7~ Reduction in
al Delay i ;

I. INTRODUCTION Rl A Degradation g ., i,

A major component of run-time delay changes in digital cir- b :

cuits is attributable to negative/positive bias temperature instability Computation Time Computation Time

(NBTI/PBTI) in PMOS/NMOS devices; collectively, these effects are (@ (b)
referred to as BTI. In a CMOS gate, when an NMOS (PMOS) deviddg. 1: The delay degradation patterns of MCNC benchmark alu4
is stressed under BTI, typically by applying a logic 1 (logic 0) at it&t (&) nominal supply voltag&us,» = 1V and greater-than-nominal
gate input, its threshold voltage degrades, resulting in an increasesipply voltageVuq,, = 1.1V, and (b) Vua € [0.8V, 1.3V] values.
the gate delay. When the stress is removed, there is partial (but nofve illustrate this idea in Fig. 1(a) through the example of an
complete) recovery in the threshold voltage, and hence the delayALU (MCNC benchmark alu4). Note that monotone degradation
Various approaches have been proposed to overcome this de@fdder stress shown here captures the effect of alternate stressfyeco
dation. Some methods introduce delay guardbands using sizingcgtles and plots thenvelopeof BTI degradation [13].
resynthesis [1] to add a delay margin to the nominad(0) design. With a nominal supply voltage valu&yq, = 1.0V, the ALU
At the circuit level, adaptive body bias/adaptive supply voltagequires a computation timg, for a given workload. In GNOMO
schemes [2], [3] compensate for BTI by dynamically increasing thgreater-than-nominal operation), at a higher supply voltége,,
values ofV4q and V4, voltages to speed up the circuit, compensatinghe ALU has a lower delay and works at a higher clock frequency,
for aging-related degradation. Since the optimum for each circuéquiring onlyt, < t, time for completing the whole computation.
block may be different, this could involve the generation of a largas V,; , > Vaa.., the degradation rate while in GNOMO is higher
set of Ve and Vi, values, which poses a significant challenge.  during ¢ € [0,t,]. However, sincet, < t,, additional idle time
Chip-level dynamic voltage scaling (DVS) schemes [4]-[6] t@, = t,, —t, is generated during which the ALU can be power-gated
recapture lost performance overcome this problem by dynamicallhile maintaining the same throughput. This enables recovery, which
varying the supply voltage at the processor level. These methods aissy lower the overall delay degradation of the ALUtat ¢, as
mitigate BTI by managing the workload amongst multiple cores. DV&mpared to the nominal operation. Fig. 1(b) illustrates this for a
schemes, however, have benefits only in the early lifetime [7] of th#ifferent baseline voltageiuq,» = 0.8V, and severalV,q,, values.
chip as the BTI degradation occurs rapidly in the first few monthsNote that the idle times show diminishing returnsias , increases.
State-based schemes detect the idle states of the circuit duringn additional consideration in GNOMO is the increased power
computation [8], [9], and apply a suitable recovery mechanism tmnsumption at the higheV,q , value. The generated idle times,
lower the degradation. Other methods in this class distribute taskswever, serve to lower these overheads. Thus, there is a trade-
over partitioned functional units to balance aging [10] and perforwff with an optimal operating point that can appreciably reduce the
node vector control [11] or power gating [12] during idle times.  degradation while incurring small power/performance overheads (an
Such idle-state approaches have some common limitations. Fiest,we show, even some power gains). Our paper presents the@pproa
the idle states are workload/circuit configuration dependent: tfer exploring such an operating point, and its practical adoption at
precise idle times tend to be unpredictable, or difficult to predict dyhe circuit/architectural level. The salient features and contributions
namically. Hence, the schemes require a complex hardware/softwaf@ur work can be summarized as follows:
control mechanism that can (a) dynamically detect the idle tim&st, given a nominal/;q, GNOMO statically determines the optimal
during execution, (b) apply the appropriate recovery mechanism, agréater-than-nominadly, for each functional block. We then present
(c) keep track of which parts of the circuit have partially recoverea simple architectural-level control framework for operating the entire
after the idle time, and by how much. Second, it may not be eapyocessor at a common greater-than-nomirigl, thus bridging the
to exploit such idle times fully, for modern out-of-order executiomyap between circuits and architecture.
and multi-threading endeavor to hide idle periods. A better approagbcond we show that GNOMO enables a reduction of about 20%-
would be to have predictable idle times of fixed durations, requiritb% in delay degradation. For the same lifetime, this reduction
a potentially much simpler control mechanism. in degradation implies that reduced guardbands are necessary as
We propose GNOMO, a novel and superficially counterintuitiveompared to the nominal voltage case. This yields a reduction of
scheme for mitigating BTI that works both at the circuit and thep to about 2x in the area and power overheads.
architecture-level by introducingredictable idle timesGoing against Third, GNOMO does not require fine-grained voltage sup-
the conventional wisdom that operation at a highgs will result in  plies/control, nor does it require the detection of idle times (or the



potentially complex associated circuitry) for idle times gemerated  1ABLE |: OperationalVua/f pairs adopted from Intel's 1A-32 Pro-

and not detected, and are hence predictable-by-construction. ~ ¢€SSor [14]

We first present the preliminaries for this work in Section Il Vv, (Vofts) 0.7 08 09 1.0 11 1.2 13
Section [I-B then presents the control framework for GNOMQ, Frequency (GHz)|[ 0.25 | 0.47 | 0.68 [ 0.86 | 1.03 | 1.17 | 1.30
followed by our methodology for finding the optimal GNOM®, Teix (ns) 400] 213] 147[ 1.16] 097 ] 085 ] 0.77
for a particular circuit in Section IV. We then present our results and ) ) ) ) )
conclusion in Sections V and VI. It is worth noting that Table | shows that with a linear increase in

the value ofV;4, the increase in the clock frequency is only sublinear.
Il. PRELIMINARIES The effect of this will be discussed further in Section IV-A.

A. BTl Modeling B. Circuit Recovery through Power Gating
We work with a widely adopted model [13] for predicting delay 1) motivating Intuition: The essential idea of GNOMO is inspired
degradation due to BTI. We present an expression for PMOS NB{}, the intuition depicted through Fig. 1. In principle, for a fixed

under alternate stress/relax cycles, for a givan and signal proba- cjock period, GNOMO finishes the computations early in every clock
bility o at the input of the PMOS (for PBTI, similar equations mayycle. we can then potentially “switch-off” the circuits during the

be used since the mechanism of NMOS delay degradation is Simiigction of the clock cycle when they do not function (i.e., they remain
to that of PMOS, albeit with a lower degradation magnitude [3]): jgle), so that the circuits can recover sufficiently to gain a lower

delay degradation after every clock cycle. This recovery can then be

Stress: AV, (t) = (Kot — to + Y/C(t — to))2” (1) accumulated over all the clock cycles as the circuit functions, and
) 21t + /E2C(t — to) lower its overall delay at the end-of-lifetime.
Recovery:AVin(t) = AVth(tO)(l B %or + VOL ) @ However, it is completely impractical to implement such a scheme,
Long-term model: where circuits must be put to sleep and woken up within a single clock
(K2aT,)" %1te + /ECU — &) Tun cycle. Howeyer, the |de§ can be exteqded to a I’eE.i|ISI.IC a.lrc.hltectural
AVip(t) = T g Br=1- (3)  framework: instead of switching-off/iwaking-up the circuit within each
(1—pB}/%™)2n 2tor + VO

cycle, we run the circuit for a large number of cycles and then
where equations (1) and (2) model all-stress and all-recovery. Tll%roduce a predetermined amount of idle time (also corresponding
a large enough number of cycles so that the overheads of

long-term model in equation (3) predicts the envelope of the Bseep/wake-up are amortized). This idea effectively provides the same

degradation pattern with alternating stress and recovery. The precise B .
definitions of the symbols above may be found in [13], but it i$Feep/wakeup duty cycle” as in the concept above. By the concept of

important to note that: requency independence of BTI, the_ degr_adgtion/recovery dsmmd
« the exponent, = 1/6. the duty cycle r_ather thar_l the precise d_|str|but|on of_ on/off per_lods,
. . . and therefore this alternative, more practical formulation results in the
e K, (and henceAV;,(t)) is a superlinear function of4. ) .
same amount of recovery as the conceptual idea presented earlier. |
B. Delay and Power Modeling such a scenario, it is easy to switch-off the circuit (e.g., by power
gting) as both computational and idle times are significantly larger
an the switch-off time.
2) Mechanism:The practical implementation of GNOMO works
as follows: the processor runs at GNOMO supply voltabe;,,,
for a certain number of cycles, and then sleeps for some cycles. It
continues execution in this intermittent way throughout its lifetime.
For a given workload, consider the operation of the processor
where 90X /0Vy,, denotes the sensitivity of the quantity with  guring one of these periods, corresponding to a fixed number of clock
respect to the;, of thei"" transistor along the input-output path. cycles,c;. Let the number of instructions executed, while operating
at Vaa,n (Vaa,g), bel, (I4), and let the corresponding execution time
bet, (t4) time units. Clearly,

As in past research, we use compact sensitivity-based perfoema
models for the delayp) and the logarithm of the leakage power
(log L) in terms of V4, [3]. For X € {D,log L}, we characterize

—~ 00X
X(t) = Xo + = AVip, ( 4
(1) = %o ;Wthi i (2) )

IIl. GNOMO: GREATER-THAN-NOMINAL V34 OPERATION

We now employ architectural-level analysis to present the GNOMO tn = cf - Tekn @ndty = cg - Teik,g (5)
framework for BTI mitigation. We use the teriq,,, to refer to the
nominal supply voltage anifyq,4 to the GNOMO value.

A. Voltage Supplies and Operational Frequencies

These durations are termed as tbempute-phasesSince the
computation is completed earlier under GNOMO, an additiddial
phaseof time durationt; (c; cycles) is generated after the compute

It is important to emphasize that GNOMO i®t an adaptive phase, during which the circuits do not perform any computation.
supply voltage scheme (ASV) for BTl mitigation: under GNOMONote that this idle phase is deliberately inserted and therefore easily
the processor operates at a constant voltage and frequency @rowewedictable, and is thus different from the idle periods that may occur
it is possible to apply the GNOMO framework when ASV is requiregvithin the compute phase due to cache misses, TLB misses, branch
for power management). In our implementation, the elevaigdnay mispredictions, etc. Fig. 2 depicts the GNOMO scheme, showing the
take one of several values; each such value corresponds to @uiffetime (in cycles as well as seconds) along the x-axis, Bpdalong
frequency of operation for the processor. We assume procestg y-axis. During the compute phase, the processor is active with
operation with realistic discrete supply voltage/frequen®yq{f) Vaa = Va4, and transitions to the idle state wiils = 0V when
pairs, adopted from Intel's recent 48-core 1A-32 Processor Est] the computation is finished. Upon the completion of the idle phase,
shown in Table I, wherd/;, lies in the range [0.7V, 1.3V] (this the processor then enters the next compute phase.
choice is only for illustration purposes; any othéy,/f framework For circuit recovery during this idle phase, power gating (using the
can be used instead). This allows us to operate within the framewakisting on-chip power gating framework) is applied to all the circuits,
of existing technologies to illustrate the principles of GNOMO. incurring an overhead of; time units ¢s cycles) for the circuits to



V""1 } cee . clock cycles, the number of instructions executed under GNOMO
: Time (cycles)

/_(,01;1pute__\ Idle
T, 3 & C'i" ; . will be smaller: I, = I,, — I,,, wherel, is the number of overhead
it vee veo — Time (sec.) instructions that still need to be executed. Let thésénstructions
T hy [ o require an overhead ef, number of clock cyclest{ time units) for

; . : ; : ._completion.
:?Tl]%lleh(;rnr;ztigcr)]r.npute and idie phases in GNOMO in the IC)racuchThis overhead can be accommodated in two ways: first by keeping
. . o ) _ the duration of idle phase fixed (&,1) and deferring the execution
transition to the sleep state. This operation is applied to computatloggljo instructionsafter the idle phase, as shown in Fig. 3(a). This
units rather than caches (which may need to preserve state): {he, s 5 performance penalty of time units (we show that this
internal nodes of computational units do not need to save their loQi?@rformance penalty is small in Section V-B). The alternative way
states since the computation is complete; therefore, during the idley, ayecyte the, instructionswithin the idle phase, as shown in
phase, these circuits undergo recovery. The circuits are then wolf_q&. 3(b) (which shows the same operations as in Fig. 3(a), except

up again before the idle phase completes (to execute the instructigfiSihe placement of the execution overhead). This reduces idle time

in the nextc; cycles), incurring an overhead of, time units ¢v  fom i1 10ty o

cycles) for wakeup. The sleep/wake-up transitions are deliberately ’ '

designed to occur inside the idle phase, ensuring that the execution tig =tn — (tg +1to) =ti1 —to (7

of instructions 'S_ nqt ?‘ﬁe"ted by th_e GNOMO scheme. This reduction in idle time also reduces the overall recovery possible,
3) OverheadsExisting power gating frameworks offer sleep tran'albei'[ without a performance penalty. Further, for a specific value of

sition tlmeslgs)ﬁf] abOlIJ(t 10 tt_o 50 (_:y(tzles_ fo”r vaglo%sscllrocultslln and,n, the value oft; ; is fixedas it depends only on the fixed number
processor [12]. The wakeup time.() is typically about 5-10 cycles. of cyclescy and the frequency correspondingW@a,», which is also

Since these transitions are designed to occur within the idle phaﬁged according to Table I. On the other hand, the value efvaries
the effective idle time may decrease significantlycif and c¢,, are ' ’

comparable ta;. Moreover, the sleep/wake-up transitions consumvci:'/ith the number of off-chip accesses during execution.
p v ’ p P Based on these observations, we now outline a mechanism for

gggfr’c\gmcll;ns(;:;g ?;Waer:;\geggggi' Izels.e.;\ée[)hezgfi’r:gﬁmsro egerating idle times: after completing cycles, this scheme uses
Y P g'g! y Ing 2{‘1 time units ¢;,1 cycles) as the fixed idle time, for gaining recovery

of th_e archltectural-leyel issues that arise in implementing GNOM Sr BTI mitigation.
as discussed shortly in Section V-B.

C. Idle Time Generation — Practical Considerations D. ldle Time Generation — Framework

Recall that the number of instructions executedcjncycles at ; ; . i
Viad.n andVyq,, arel, andI,, respectively. by equation (6), by applying power gating after completing the

“Ideal” Case: If the frequencies of all the components in a CPU (botHumber of (_ﬂOCk cycles. _Since the idle phase duration is fixed, this
on-chip and off-chip components) were to scale at the same rate®HgUres a f_|xed an_d predlctgble am_ount of recovery. .
As seen in Section IlI-C, in practice, an overheadcpfcycles is

Via 1s changed, as dictated by Table I, the number of instructions™> i . ’
executed inc; cycles would be the same, i.d, = I,. The idle required to complete the remainidg instructions af/z4 4. Since the
, i€, = I

time ¢, , may be computed as: idle times are fixed, the compIeFion time &f + I, instructiqns is

’ delayed byc, cycles, i.e., there is a performance penalty involved,
tin =ty —tg =5 (Teik,n — Tetk,g) (6) but the amount of recovery time is guaranteed. The total performance
EHenalty for a particular workload is given by:

In this scheme, we generate a fixed amount of idle #me given

Idle time¢;,1 is shown in Fig. 3(a), which presents both the nomin

operation and GNOMO, over one setwgfcycles, with time along the Performance Penalty to _ Co- Teik,g ®)
x-axis and percentage delay degradation along the y-axis. Fig. 3(a) tn  cr-Tukn
shows that during the nominal operatioViif = Via,» and Tey, = Our scheme relies on the assumption that givéh.a, for nominal

Teir,n), 5 cycles take, time to execute. At GNOMOWaa = Via,s  operation, all the circuits in a chip are operated at the same value of
and Ty = Tek,q), the same; cycles take less amount of time,, 1/, ~ for GNOMO (as theVq/f pairs and power gating framework

to execute, generating,, idle time. . o work for all circuits in the chip). We show in Section IV-C that this
Note that the extra computation depicted &yin Fig. 3(a) does s indeed true for our scheme.

not occur in this ideal case, but is seen in a more realistic case as
discussed next. IV. OPTIMAL CHOICE FORGNOMO Vg4

Realistic Case:In practice, the voltages and frequencies are scaledrhe framework of idle time generation was presented through
only for on-chip components (processor, cache, on-chip buse}, e 5 chitectural-level considerations in the previous section. We now
but remains the same for off-chip components (memory, MemoLy,mine the implications at the circuit level and determine the optimal

buses, and memory controllers). Hence, the actigssfor off-chip GNOMO V, value based on circuit-level considerations.
memory (upon a cache miss) remains the same at bgih, and

Vaa,q, but this time corresponds to a larger number of cycles undar Delay Degradation as a Function &f;q,¢

the faster clock aVq4,4. Therefore, during the fixed number of The fraction of the required idle time at the GNOMQ,, value
2t Vg t Vain! ! <t MVM: in the “ideal” case, to the execution time fey cycles atVyq n»,
g T’T};’: = /@ can be computed as valid combinations Ui ., Vid4,4). These are
- Iy iy i - fy 1yt computed as follows:
Tk n i Tk, n HH
> tn cyTekn Teik,n

(a) (b)
Fig. 3: The illustration of our scheme for generating (a) fixed
time, ¢;,1, and (b) variable idle time; .

.leabIe Il shows this percentage: note that it is a reasonable approxi-
1016 ation of the realistic timel; 2, since our experiments show that the



performance penalty is never more than 5.5%, and often much lesect of idle times, but the leakage increases significantly, especially
We observe the following diminishing returns in idle times: at higher values o¥/,4. The total power consumption remains about
e For a particular value of the nominal supply voltabg,,. (say flat until Vzq,, = 1.0V and then begins to increase beyond this point.
0.8V), a linear increase in the value &f;4, (along the row . .
from 0.9V to 1.3V) increases the idle timegdurations only in é:' Choosing the Optimal GNOMO Supply Voltage
sublinear fashion. The corresponding increase in the degradatior] he discussion above is summarized as follows:Vay,,, = 0.8V,
rate, however, is almost quadratic [13]). This implies that the tinf8€ delay degradation, dynamic power, leakage power, and total power
for recovery at higher values df,, , will not sufficiently reduce are minimized ab/uq,, = 1.1V, 0.8V, 1.1V, and 1.0V, respectively. An
the additional degradation that occurs with GNOMO. optimal choice ofV;4,, must balance these individual optima.

e At higher values ofV;q,,, (> 1.1V), the available idle time is low. ‘62 v
TABLE II: Percentage idle time; 1 for various (Vi n, Vad,g) -§2 ¥ “ddn
= opt

Vadg —]] 08 | 09 [ 1.0 | 1.1 | 1.2 | 1.3 a1 J ddg

Vad,n | 31 /
0.7 46.8%| 63.2%)]| 70.9%| 75.7%| 78.6%)]| 80.8% a \\Vddg
0.8 — | 30.8%]| 45.3%]| 54.3%| 59.8%| 63.9% 5 p
0.9 — — | 20.9%| 34.0%| 41.9%| 47.7% 0.8 0.9 \} ({/:)L 1213
1.0 - - —  [16.5%)| 26.5%] 33.6% ) - , dd
11 - - - - - 12.00/2 20.8sz Fig. 5: PADP variation with for alu4, fol/z4,, = 0.8V and forVyg 4
1.2 - - - - — [10.0% = 0.9V to 1.3V, illustrating the optimality criterion for choosing the

These idle times correspond to available time for BTI recovery, aptimal Viq,, for GNOMO.
therefore the delay degradation improvements also show diminishing=ig. 5 captures this by plotting the PowAD-product (RADP),
returns. Fig. 4(a) shows the variation in percentage delay degradatiba product of the percentage delay degradation and the normalized
at the end-of-lifetime for benchmark alu4 wiity, ,, = 0.8V and for total power. We choose an optimal point on this plot, subject to the
various values ofi;4 , (Similar trends are seen for other values ofequirements that the power overhead should be within 10% of the
Vaa,n). The data in the figure assumes a random workload for tlogtimal value. From simulations, we find that the far; , < 1.1V,
ALU (a random distribution of signal probabilities at the PlIs), whiclthe total power overhead is less than 7% with GNOMO. For the data
mimics the variation in workload on the ALU at the architecturashown in the figure, the optimal GNOMO supply voltagengg
level. As V4,4 is increased, percentageD first decreases, reaches= 1.0V. This value corresponds to end-of-lifetime delay degradation
a minimum at 1.1V, and then increases again. The initial trend canprovement from 19.5% to 10.4%.
be attributed to the large recovery times; for highgy,, values, this  TABLE llIl: The optimal V4,4 values for various values dfyq »
is counteracted by the increased BTI effects. Therefore, there is the

. . . Vidmn V) [JO7]08]09[10] 11 12
notion of an optimal value oVa4,, for a given value ofVyq ... V;;tq W T10[ 10 11| 11| 12| 12
B. Power Dissipation as a Function &f;q 4 The above arguments can be used to find the best choibgaqf
GNOMO impacts the power dissipation as follows: for each value ofV44,,, for the circuit alu4. We have performed the

o With the supply voltage increased id,q ,, dynamic power in- Same analysis for a large number of ISCAS85, MCNC, and ITC99
creases quadratically and leakage increases exponentially [15].benchmarks: their details are described in Section V.

e Even though theV,, increase due to BTl degradation is small, Interestingly, the optima(Via,n, Vaa,4) pairs for each circuit are
the exponential relationship in leakage power leads to a significdiéntical, and the results are recorded in Table lIl. Intuitively, this is
reduction over the lifetime of the chip [3]. This effect is more probecause all circuits use the saig,/f pairs, which yields the same
nounced at higheV/,;, values (due to increased BTI degradation)idle time, as shown in equation (9). This can be formally proved, and

e A further reduction in the average dynamic and leakage pow#le proof is omitted due to space limitations. Loosely, it is based on
consumption occurs due to generation of idle time, since powde idea that, using the models in Section II-A, the delay degradation
dissipation now occurs only in the compute-phase and not in tAgtimet, is proportional to the delay degradation at titye where
idle-phase (except during sleep/wake-up cycles), which is a fractii¢ proportionality constant depends on th¢t, ratio. Since the
of the total nominal computation time. ti/tn ratio is strictly determined by the values bfq4,, and Via,g,

Fig. 4(b) illustrates the variations of the normalized (by the nominand not by the circuit, the result follows.

value) average dynamic, leakage and total (dynamic + leakage) poweYVe make the following observations about the table data:

consumption for a typical case withg., = 0.8V andVyg, = 0.9V @ FOr Vag, = 1.2V, V7 = Vyq,, and no gain is possible. This is

to 1.3V (plotted under the same workload conditions as Fig. 4(a)).attributed to the fact that the total power increases by 15.5% for

Similar trends are seen for other valueslaf, ... It can be seen that Vad,g = 1.3V candidate value, exceeding the 10% threshold: this

the dynamic power increases Subquadratica"y wWith due to the is primarily attributed to a steep increase in the Ieakage power due
to the higher voltage value and also due to the low idle time.

2 Vad Tgl — Dynamic— Leakage— Total e GNOMO scheme works best when the valudgf,,, is lower, but
S " [ \Y it provides significant improvements for al;q , < 1.1V.
20 ° /dd,g\ ,
g v 83 1
=15 ddg % k5 V. RESULTS
210 S~ a Sog o . . - We now present the results of applying GNOMO at the circuit and
3 5 |yt architectural levels.

I é dd,n

© 08091 111213 0.8 0.9V1 111213 A. Circuit-level Results

dd dd

At the circuit level, we examine the application of GNOMO on
(@) (b) various ISCAS85, MCNC and ITC99 benchmarks, synthesized using

Fig. 4: (a) Delay degradation and (b) .normalized dynamic, Ieakag‘%c [16] on the 32nm PTM [17] based library. Our library consists
and total power for for alu4 as a function ®f4,4; Via,n = 0.8V.



TABLE IV: Delay degradation and area, power overhead resultsridead-lifetime BTl compensation, for 3 sets off; ., V. 2")

dd,g
AD (%) AA (%) AP (%)
Circuit || Vaa,n Vdo,ﬁ; Vid,n V,fffq Vid,n Vdoftq Vid,n V;f; Vad,n Vd{’j; Vad,n Vdnffq Vad,n V;,ﬁ; Vid,n V,fffq Vad,n Vdoftq
0.8v| 1.0v|| 0.9v| 1.1V|| 1.0v| 1.1V|| 0.8V| 1.0V|| 0.9V| 1.1V|| 1.0Vv| 1.1V|| 0.8V| 1.0V|| 0.9V| 1.1V|| 1.0V| 1.1V
Cl C2 C3 C4 C5H C6 C7 Cc8 [e5°] C10| C11j| C12| C13|| Ci14| Ci15 Cle6| C17 Cc18| C19

alu4 19.5| 10.4|| 20.9] 12.6/| 23.1] 15.9|| 16.8] 4.5| 19.9] 6.3|| 25.0/ 10.4|| 15.1] 5.5|] 17.9] 8.6]] 22.5 13.1
b12 25.0] 13.7|] 27.3] 17.1]] 28.9] 20.9|] 28.3] 8.0||] 33.1] 12.1|] 35.9] 19.1]] 29.2| 9.8|| 34.2| 15.4|| 37.0] 234
b15 23.9| 12.6|| 25.4] 15.4| 27.9| 19.7|| 36.0| 8.8|| 40.7| 12.5|| 46.7| 22.6|| 43.4] 12.1|] 49.1| 18.0|| 56.2| 31.0
c1908 || 19.9] 10.3|] 22.0] 12.6]] 24.5] 16.8|| 13.7] 3.6]] 17.2] 5.4|[ 23.0] 95| 15.1] 55| 18.9] 8.8|] 25.3] 14.2
c2670 || 20.0] 10.6]] 21.3] 12.7|] 23.1] 16.1|| 23.7] 7.5]] 27.9] 9.0]] 33.6] 13.7|]] 25.7] 9.7|] 30.3] 12.6|| 36.5| 18.6
c5315|| 20.8] 11.4|| 22.6| 14.0|| 25.0] 18.0|| 18.9] 6.3|| 22.9] 8.3|| 28.4] 13.6|| 23.0] 9.2|| 27.8] 12.9|| 34.5| 20.2
c6288 || 21.1] 11.8|] 22.8] 14.3|| 24.9] 18.0|]| 27.2] 8.2|] 32.5] 10.7|] 39.4] 18.1|] 30.7| 10.7|] 36.7| 15.0|] 44.5] 24.1
dalu 23.8| 12.8|] 25.3] 15.5|| 27.7| 19.6|] 26.7| 6.5|| 30.6] 9.8|| 36.4| 16.9|]| 28.1] 8.4| 32.3] 13.2|| 38.4] 215

des 20.4| 11.2|| 22.0] 13.7|| 24.2| 17.6|| 24.8| 7.8|| 29.9] 10.0{| 37.3| 17.1]| 29.9] 10.9|| 36.1| 15.0|| 44.9| 24.3
i10 20.9] 11.6|] 22.3] 14.0]|] 24.3] 17.7]] 15.2] 4.6|| 17.8] 6.6]| 22.5| 10.5|| 12.3] 52| 14.4| 83| 18.1] 12.2
Avg. 21.8| 11.8|| 23.4] 14.4|] 25.6|] 18.3|| 23.8/ 6.8 28.1] 9.4| 33.7] 15.7]] 26.4] 9.1|] 31.1] 13.2|]| 37.3] 21.1

consists of INVs; BUFs; 2-4 input NANDs and NORs; 2 input XORs It can easily be seen from this data that GNOMO achieves
and XNORs; all with different sizes. We choosgr. = 10 years. significant reductions in delay degradation. This impacts the reduction
We optimize the circuits by introducing delay margins to compensdte area overheads significantly. Further, our gains are higher when

for BTI aging, using the algorithms in [3]. starting with lower values oV, ., Wwhich corresponds with the trend
1) Degradation Reduction and Area Saving3o begin with, of diminishing returns in idle times.
consider the application of GNOMO to the circuit alu4 with .., 2) Power Savingsin Section IV-B, we had analyzed and shown

Vd’jﬁ;) = (0.9V, 1.1V). The area vs. delay curve for this circuit, fothe increment in power due to GNOMO, considering the uncompen-
various target delay specifications, is shown in Fig. 6. The area valigzged design (point A in Fig. 6) as the baseline for bothithge, and
are normalized to point A, which corresponds to the uncompensatég, , circuits’. We did not, however, consider the change in power
circuit for which no delay margins are added. The uncompensateshsumption due to compensation. As discussed in Section V-Al,
circuit is designed to have a delay specificatioti,.. = 722 ps near if we consider the uncompensated design at point A in Fig. 6 as
the “knee” of the area-delay curve since efficient area-delay tradhe baseline, thel/;q,, circuit at Point C has much lower area
offs can be achieved in this region. We compare optimizations usiogerheads as compared to thig,,,, circuit at Point B. Reductions
the nominal and the GNOMO supply voltages: in area overheads imply that the power overheads are also reduced
o At Viqn, the ALU incurs a 20.9% delay degradation which igurther than our previous analysis. In this section, we conduct a more
compensated by mapping the circuit with a tighter specificatiothorough analysis to determine the precise power overheads. Our
Dg;e., using the delay margin algorithm in [3]. This correspondanalysis proceeds as follows:
to point B on the curve, which incurs an additional area overheadThe V4, circuit corresponds to a delay-margined circuit at a sup-
of 19.9% over point A. ply voltage ofV4,4, and this circuit is guaranteed to be functional
o At the GNOMO voltageVaq,4, the BTI degradation is reduced to  throughout the projected chip lifetime. The power overheads in this
12.6%, and hence the delay margin is relaxed, corresponding taircuit come from two sources: operation at the GNOM@, and
a delay specification oDg;.. at Point C. This reduces the area from compensation.
overhead to 6.3%. Thus, the area overhead for BTl compensatiorSimilarly, the V4, circuit is delay-margined at a supply voltage

is reduced by & for GNOMO as compared to thg,q ,, case. of Vaa,n, and is guaranteed-functional throughout the projected
'g‘l chip lifetime. The power overheads in this circuit come only from
= B compensation.
£12 ., e As indicated by comparing the pairs of columns (C14, C15),
3 Dsp’ec ¢ A (C16, C17), and (C18, C19) in Table IV, thé;; , circuit has
g ! D;,’gc DY a significantly lower power overhead than thg; ,, circuit. This
<0845 7005";‘80 90 shows that the total power overheads of thig,,, circuit are
Delay (ps) reduced by the decrease in power due to lower area requirements.
Fig. 6: The normalized-area vs. delay curve for alu4, with area This reduction can be further elaborated upon as follows. From
normalized by the area of the uncompensated circuit. Table IV, the power overhead fdrya . circuit is in a range from

Similar results are presented for other benchmark circuits frp-470 10 37.3%. When GNOMO is used, the corresponding power
Table IV, which lists the end-of-lifetime percentage delay degradatiGye'head ranges from 9.4% to 21.1%. This includes the power
(AD), the corresponding percentage area overheads) (and the ©veérhead in Section IV-B, which never exceeds 5% (b0 =
power overheads/P, as discussed next in Section V-A2) incurre&'ov as shown in the Table IV). This range is significantly below the

for achieving BTl-compensation against this degradation, for thr&@n9€ @Vaa.», implying that overall power savings are achieved. Note
different (Vaa.», Vdo;)t) pairs listed in Table I1I: (0.8V, 1.0V), (0.9V, that theseAP values exclude the power associated with the caches and

1.1V) and (1.0V, 1_’1\/)' cache-like structu_res_, which may increase at the higher, valu_e.

For the purposes of our discussion, we use the notation cWhen we take th|s_|nto accourGN.OMO not only redu_ce_s aging,
to denote Columnm. For various benchmarks listed in C1, thPut remains approxmgtely neutral in terms of power dissipation, as
percentageAD incurred with nominalV; operation are listed in compared to the nominal case.

C2, C4 and C6. The corresponding percentdge values at the ) . o )
optimal GNOMO are shown in C3, C5 and C7. We then show the For brevity, we will refer to the compensated circuit at pdinin Fig. 6

. . . . ) as the V4, ,, circuit” and that at point C as theéV4 , circuit.”
percentageAA incurred with nominal design in C8, C10 and C12, 2|t should be noted that the uncompensated baseline does notthece

with the corresponding percentageA at optimal GNOMO listed in - gpecifications over the life of the circuit, and hence is naofional. The
C9, C11 and C13. comparison should be made between the two functional versicthe circuit.



B. Analyzing the Architectural Performance Penalty frequency shown in Table I, which also decreases sublinearly.
To determine the architectural performance penalty of the GNOMO V1. CONCLUSION

scheme, SPEC 2000 benchmark suite was simulated using SiMrpis paner introduces the idea of GNOMO, where a processor
pleScalar on an out-of-order MIPS-like processor, described in Ta-erated at a higher-than-nomifak; value with interspersed idle
ble vV under the MinneSPEC input set [18]. The cycles in theaiqqq we demonstrate at the architectural and circuit levels that this
workload e_xecutlon were divided into sets (in the order of exe_C”t'o@cheme is viable, and that it provides significant gains in aging with
each of sizecy cycles. We recorded the values of required low performance overheads. The current implementation focusas on

by every set ofl, instructions. Fig. 7 shows the average of th%ons’[ant nominaV,q; however, in principle, the idea can be extended
perfqrmance penalty (from equatlo_n (8)), over all the setsafycles when the nominal case uses dynamic voltage and frequency scaling.
for different workloads and a choice &4, = 0.7V to 1.1V and
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