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Abstract—An analog/mixed-signal designer typically performs cir-
cuit optimization, involving intensive SPICE simulations, on a
schematic netlist and then sends the optimized netlist to layout.
During the layout phase, it is vital to maintain symmetry re-
quirements to avoid performance degradation due to mismatch:
these constraints are usually specified using user input or by
invoking an external tool. Moreover, to achieve high performance,
the layout must avoid large interconnect parasitics on critical nets.
Prior works that optimize parasitics during placement work with
coarse metrics such as the half-perimeter wire length, but these
metrics do not appropriately emphasize performance-critical nets.
The novel charge flow (CF) formulation in this work addresses
both symmetry detection and parasitic optimization. By leveraging
schematic-level simulations, which are available ‘“for free” from
the circuit optimization step, the approach (a) alters the objective
function to emphasize the reduction of parasitics on performance-
critical nets, and (b) identifies symmetric elements/element groups.
The effectiveness of the CF-based approach is demonstrated on a
variety of circuits within a stochastic placement engine.

I. INTRODUCTION

The placement problem for analog/mixed signal (AMS) circuits
optimizes objectives such as area and wire parasitics, with con-
straints on circuit performance, as well as symmetry/matching
constraints to mitigate variability. Issues in modeling the ob-
jective and constraint functions include the following:

e In the objective function, the half-perimeter wirelength
(HPWL) metric, i.e., the semiperimeter of the bounding box
of all pins, is widely used to represent interconnect parasitics,
but this metric incorrectly treats all nets as equally important.
e The evaluation of performance constraint functions requires
circuit simulation, which is prohibitive within the inner loop of
a placement engine. Such constraints are handled by assigning
ad hoc weights or penalties to net parasitics in the objective
function. For example, important nets are marked based on
signal flow analysis [1], [2] or designer annotation, but it is
nontrivial to use this information to automatically quantify the
relative criticality of nets. Recent machine learning (ML) based
methods [3]-[5] can capture the complex relationships among
net parasitics and performance metrics, but require a large
training set that is onerous to generate, and do not generalize
across circuits: each circuit has different performance metrics,
and separate ML models must be trained for each circuit type.
e The evaluation of symmetry constraints is typically supported
by an expert designer who manually identifies the constraints,
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or a tool that automatically extracts the constraints either from
the sensitivity [6] or topological [7], [8] analysis of the circuit.

This work develops a charge flow (CF) formulation for
AMS circuit placement. We leverage information available in a
typical design flow, where a netlist designer first optimizes the
circuit structure and transistor sizes through extensive SPICE
simulations, and then hands off the circuit to layout design.
During this process, data about current flows in various nets
of the design is available “for free” from the simulations at
the netlist design stage. These currents provide a good deal
of information about net criticality and even symmetry, and
can be leveraged by placement tools. For example, intercon-
nect parasitics on nets between pin-pairs with higher currents
tend to have higher impact in resistance-dominated FinFET
technologies due to larger IR drops along these signal wires,
which could potentially change biasing conditions or limit
voltage headroom. Moreover, nets with high current densities
must use wider/parallel wires to satisfy electromigration (EM)
constraints: keeping these nets short results in better use of
routing resources. In addition, current symmetries can be used
to identify layout symmetries, e.g., in differential circuits, the
current transients of symmetric elements mirror each other.

We use these principles to build a CF-based methodology.
Note that the CF metric draws on core circuit principles, hence
it can be generically applied to any AMS circuit, and is not
restricted to any specific functionality or topology. Given the
simulation data, the procedure for generating CF metrics in-
volves very low additional computational overhead. The results
of this method can easily be incorporated in a stochastic placer,
and this paper demonstrates the scheme within an existing
analog layout synthesis tool.

II. CURRENT PATHS AND LIMITATIONS OF MONOTONICITY

We explore the notion of a current path, defined as a chain
of drain- and source-connected transistors starting from the
supply net and ending at the ground net. The concept was
used in [1] to address critical nets during placement and a
sequential placement method was proposed where all transistors
on a current path are placed in a row, from left to right, but a
single row for each path may not be optimal. The idea of current
path monotonicity is used in [9]-[11], but this has limitations,
as illustrated later in this section.

Consider the fully-differential folded-cascode (FC) OTA
in Fig. 1. We highlight current paths C;—C4 in the figure.
For placement purposes, we group together symmetric pairs
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Fig. 1. (a) Schematic of the folded-cascode OTA. (b)—(d) Various placement
configurations for paths C; and Cz. (b) and (c) are monotonic but (d) is not.

My, My), (M3, My), and (M5, Mg) into blocks, since these
transistor layouts will be interleaved to reduce mismatch [12].
While the examples in this paper use hard blocks with fixed
aspect ratio to illustrate the limitations of current path and
potential of CF metrics in AMS layout generation, similar
conclusions can be reached with soft macros, which have
flexible aspect ratios.

The relative placement of two consecutive blocks of a current
path can be represented by a unit vector that connects the
closest pair of points on their boundaries. In Fig. 1(b)—(d), unit
vectors between blocks (M3—My, M1-Mz2) and (M;1-Ma, My)
on paths C; and C, are denoted as cil and do, respectively.
Definition: In a placement, a current path is considered to be
monotonic if all consecutive unit vector pairs of the current
path form an angle in the range of [—90°, 90°].

Current path C; is seen to be monotonic in Fig. 1(b) and (c),
but non-monotonic in Fig. 1(d): intuitively, we see that under
Manhattan routing, the wires in the latter case must “backtrack”
(as compared to Fig. 1(c), which has a more direct connection
to M), leading to higher wirelengths and parasitics.

Existing techniques, based on sequential [1] and mono-
tonic [9]-[11] placements on a current path, attempt to reduce
parasitics in the current paths by establishing proximity based
on connectivity. These techniques have several limitations.

First, merely maintaining monotonicity does not guarantee
optimal wirelength on the current paths. Figs. 2(a) and 2(b)
show two possible configurations of the blocks on current paths
C1—C4. In this linear placement, the HPWLs of n; and nq
are the linear distances between their pins. It can be seen that
both nets have the same HPWL in both layouts, and all four
current paths are monotonic in both layouts. However, Fig. 2(b)
is preferable to Fig. 2(a) since it has a lower total net length for
the high-current paths C3 and Cy4. This leads to lower resistive
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Fig. 2. Two different monotonic placements, (a) and (b), for interleaved
transistor blocks M3—My4, M1-Ma, and M5—Mg of Fig. 1.
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Fig. 3. Schematic of the high-speed comparator circuit.
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Fig. 4. (a) Comparison of the gate current of M1 and drain currents of Ms,
M7, Mg. (b) Change in response time (A7) with the net parasitics.

losses on these paths: high resistance can degrade the overdrive
voltage of one or more transistors in the current path, which
could lead to circuit malfunction if the transistor(s) are moved
out of their operating point in the saturation region. This issue
is particularly concerning in FinFET technologies, where the
per-unit wire resistances are high and the devices operate with
a lower supply voltage compared to the older technologies.

Second, existing approaches that enforce current path mono-
tonicity focus only on source-drain connected paths and ignore
gate connections. These connections are especially important in
multi-stage AMS designs, where the stages typically interface
through transistor gate terminals. For the high-speed compara-
tor in Fig. 3, Fig. 4(a) shows that the dynamic current on net
ns3, which charges and discharges the capacitance on the gate
terminal of Mj;, is comparable to the drain currents of M5,
My, and My. The RC parasitics on n3 affect the response time,
AT, of the comparator.! For a 12nm FinFET design operating
at 5GHz, Fig. 4(b) shows A7 as we sweep the length of net
ng from zero to the layout semi-perimeter.

III. CHARGE FLOW METRICS

We now devise CF metric for placement that defines an attrac-
tion metric between a pair of connected pins in a placement
whose strength is determined by the estimated current flow
between the pins. Our description illustrates CF metrics for
signal nets, and a similar approach can be used for supply nets.

A. Graph Representation of CFs

Consider a netlist, H, consisting of a set of nets, N = {n; |
S N*}. Each net, n;, is connected to a set of two or more
pins, P;, from multiple instances.

I'The response time is defined as the time spent to cross the threshold value of
output logic from the positive edge of the clock signal.
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Fig. 5. G, D and S represent the gate, drain and source terminals of the
transistors respectively; (a) Connectivity of net ng of Fig. 1. (b) Pin-to-pin
current flow of no of Fig. 1 at any time during steady state operation. (c)
Connectivity of net n3 of Fig. 3. (d) Pin-to-pin current flow of n3 of Fig. 3
at time instances in pre-charge (solid line) and evaluation phase (dashed line).

At any time instant ¢, each pin can be classified either as
a transmitter if current flows out of the pin, or as a receiver
if the current flows into the pin. The same pin can act as a
transmitter or a receiver at different time instants, e.g., the gate
of transistors M1;—Mi3 in Fig. 3 is a receiver during precharge,
when outputs n5 and ng are set to zero, and a transmitter during
evaluation, when these outputs react to the comparator inputs.

The direction of current at any time instant ¢ can be
represented using directed edges between a transmitter and
a receiver. For example, Fig. 5(a) shows the connections of
net ng from Fig. 1 and Fig. 5(b) is its graph representation.
The three pins, My/D, M;/S, and Ms/S, are the vertices, and
the directed edges show the direction of current flow: here,
M;/S and Ms/S act as transmitters at all times. Fig. 5(c) and
(d) show the connections for net n3 of Fig. 3 and the graph
representation: the solid (dashed) lines represent the current
flow directions during the precharge (evaluation) phase of the
comparator. Here, M4/G, M5/D, Mg/G, M;11/G and M;3/G act
as transmitters and receivers at different time instants.

B. Formulating CF Metrics

CF metrics are based on the cumulative charge transfer between
every pair of pins of a circuit, and depends on the current flow
between the respective pin-pairs. We use the results of transient
simulations, which are available “for free” from functional
verification, to generate the CF metrics. These simulations
capture both the static and dynamic behavior of the circuit.

For multipin nets, it is necessary to estimate the pairwise pin-
to-pin currents from the pin currents obtained from simulation,
without knowing the layout parasitics. We assume the contri-
bution to the current at each receiver is in proportion to the
current from each transmitter. The instantaneous current from
a transmitter pin A to a receiver pin B can be evaluated as:

ia(t)
ZSETa:(B) is(t)
where Tx(B) is the set of all transmitters to pin B of net n;
at time instant ¢. This current estimate is exact at a time ¢ if at
that instant there is either only one receiver or one transmitter

for the net n;. For other scenarios, it is an approximation. In
practice, since 4, p(t) will be used to construct an attraction

Z’AyB(t):iB(t) X (1)

metric for the placer, high accuracy is not needed: the primary
purpose of the metric is to distinguish pin pairs with high or
low attraction. Therefore, the approximation is adequate, and
we demonstrate its usefulness in our experimental evaluation.
For a pin pair (A, B), the attraction metric consolidates the
current over all time and is defined using the absolute CF,

to+T
qa,B = / lia,p|dt
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where t( is the start time and 7' is the period of operation.
Note that the impact of parasitics on circuit performance is
independent of the direction of the current flow, and by using
the absolute value of the current flow in Eq. (2), we make the
attraction metric direction-independent.

Finally, we normalize each g4 g value to ¢4 g as follows:

4A,B = 4A,B/Gmaz (3)
where ¢4, 1S the maximum pin-to-pin CF in the circuit.
C. Formulation of the Placement Problem
A typical conventional cost function for placement is [13]:
F(P) = A1+ fi(A(P)) + A2 - fa(L(P)) 4)

where A is the area of the placement P, L is the sum or mean
of wirelengths (typically estimated as HPWL) of all nets in
the design. Each f; is a normalization function that ensures
that the cost function components are of similar magnitude
(e.g., normalized to lie in the interval [0,1]); and each X\;
is the weight associated with cost function component f;,
specifying its relative importance. We solve the problem using a
stochastic solver based on [14]. During optimization of the cost
function, the solver considers only placement solutions P that
preserve the symmetric and self-symmetric constraints given to
the placer. We use the CF formulation in two ways:

(1) To specify symmetric and self-symmetric constraints, we
utilize CF data to automatically identify symmetry group(s) in
a circuit. Details are provided in Section V.

(2) To optimize parasitics on performance-critical nets, we
modify (4) using the normalized CF, ¢4 g, and the distance
metric, d4, B, by adding a component to the objective function:

|4

BPY=> Y

i=1 A,BEP;;A£B

da,B x da,p (5)
where P is a given placement configuration. The objective
function to be optimized is now altered to:

F(P) = A1+ fi(A(P)) + Az~ fo(L(P)) + A3 - f3(P)  (6)

Thus, CF metrics are incorporated into an unconstrained ob-
jective function using a weighted-sums formulation.

The component f3 in the objective function induces the
placer to minimize the pin-to-pin distance based on the CF
between the pins. The CF metrics also weight the nets based
on the charge transfer, thereby giving importance to critical
nets. This approach overcomes the limitations of prior work
listed in Section II: (1) Contrary to the current path method,
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Fig. 6. Primitives identified in the folded cascode OTA of Fig. 1.

the CF methodology does not rigidly restrict the solution
space to monotonic CFs but merely incentivizes solutions that
optimize CF, potentially providing better and more compact
layouts. (2) Unlike current path constraints in prior work that
are limited to source-drain connections, our CF formulation
considers flows to the gate connection of a transistor.

IV. GENERATING CF METRICS

Our flow takes a circuit netlist and data from its transient simu-
lation as inputs, available “for free” from functional simulation
during schematic design. These simulations are exhaustive
enough to exercise all important modes in the circuit. The steps
in our CF-based placement framework are:

(1) Netlist Preprocessing We process the netlist to identify
primitives [15]-[18], or basic structures in analog circuits such
as differential pairs, current mirrors, or clocked switches. These
primitives, shown in Fig. 6 for the FC OTA, group transistors
to identify easy matching/symmetry requirements.

TABLE I
CONNECTIVITIES OF THE NETS OF THE FC OTA.

Net name | Pins [ Net name | Pins |
ny P, = {M1/D, M3/D, M5/S} ng P, = {M2/D, My/D, Mg/S}
n3 P3 = {Ms/D, M7/D} ny Py = {Mg/D, Ms/D}
ns Ps = {M7/S, Mg/D} ne Pg = {Mg/S, M10/D }
no PU = M[)/D, MI/S, Mz/s}

(2) Connectivity and pin current extraction Lists of all pins
connected to each net, n;, are stored in a set, P;: for the FC
OTA, the pin lists are shown in Table 1. The results of transient
simulation from the schematic design phase are then used to
collect information about the current flow of all pins.

(3) Pin-to-pin current estimation Next, the instantaneous pin-
to-pin branch currents are estimated between all pin pairs in
each net in the CF graph (Eq. (1)). These currents are mapped
to the primitives, which form unit blocks for placement. The
consolidated list of pin pairs of FC OTA is listed in Table II.
When two or more pin pairs are merged, their currents are
combined, e.g., when primitive M;—-Ms merges the pin pairs
of net ng into (M;-Ms/S, My/D) the currents from (My/D,
M;/S) and (My/D, M5/S) are added.

(4) Charge flow calculation The normalized pin-to-pin CF is
computed using Eq. (2)—(3) for all the pin pairs of all nets.
This value presents the relative importance of each pin-pair.

TABLE II
CONNECTIVITY OF THE FC OTA FOLLOWING PRIMITIVE ANNOTATION.

n1 | (M1-Mg/D1, M3-M4/D1) || na2
(M1-M2/D1, M5-Mg/S1)
(M5-Mg/S1, M3-M4/D1)
ns | (M7—Mg/DI, M5-Mg/D1) || na
ns | (Mg-M1o/D1, M7-Ms/S1) || ne
70 (M1 -M3/S, Mo/D)

(M1-M2/D2, M3-M4/D2)
(M1-M2/D2, M5-Mg/S2)
(M5-Mg/S2, M3-M4/D2)
(M7-Mg/D2, M5-Mg/D2)
(Mg—-M10/D2, M7-Mg/S2)

V. SYMMETRY GROUP DETECTION USING CF METRICS

We now describe the CF-based approach to identify symmetry
groups in a circuit hierarchically. A symmetry group is a set of
blocks (transistors, passive components, or primitives) whose
elements are placed along a common axis of symmetry.

Each block b; is associated with a feature set, F; = {pi},
defined by a multiset>. Each element of the multiset specifies
a CF metric, g; ;, between b; and another block b;. We also
maintain {v;}, the set of all DC node voltages of all pins of
b;, and k;, the type of primitive (or individual transistor).

We illustrate the approach using the high-speed comparator
(Fig. 3). The analog layout generator that we use identifies the
primitives M;-Ms, M3—My, and M5-Mg whose layouts are
interleaved, and the transistor pairs M;;—-Mj3 and Mjo-Mjy
as inverter primitives. Transistors My through M, are clock-
connected transistors and are considered as single-transistor
switch primitives. Thus, the set of transistor blocks is given by:

B ={My, M1-Ms, M3-M,4, M5-Ms, M7, Mg, My, M,

Mi1-Mi3, Mio-Mis}
Block M;—M5 has nonzero CF metrics with Mg, M3—My, My,
and Mio. The use of the multiset (instead of a set) helps to
represent the two CF metrics M;—Ms has with M3—M, at nodes
n1 and ng although the CF metrics are identical.

The approach builds symmetry group(s) by identifying po-
tential symmetric placements (i.e., symmetric placement on
either side of a common axis) and self-symmetric placements
(i.e., placement of the block along the same axis as another
block) of each block using the feature sets, F;. The algorithm
consists of several steps, listed below:

(1) Group identical blocks In this step, identical transis-
tor blocks are grouped in a set and added to the set of
candidate symmetry groups. Two or more blocks are iden-
tical if they are of the same type (identical primitive or
individual transistor), have identical feature sets (i.e., they
have an identical set of CF metrics), and identical node
voltages at corresponding nodes. These blocks are candidates
to be placed symmetrically around a common axis in the
layout. For the comparator, the candidate symmetry groups are:
{M7, Mg}, {Mg, Mo}, {M11-Mi3, M1o-My4}
Note that identical differential structures have the same charge
flow since Eq. (2) uses the absolute value of current. Even for
an AC differential signal, this absolute value is identical over
an equal number of positive and negative half-cycles.
(2) Find potential self-symmetric block pairs In this step, we
identify pair of blocks that are neighbors (i.e., blocks connected
by one or more nets) for which some features, but not all, are
identical: such blocks could share an axis of symmetry.

For the comparator, this step considers M;—Ms and M3—My
as potential self-symmetric pairs as both share two CF
metrics (features), corresponding to nets nq and ns, that
are identical as a consequence of sharing a differential
path, but also have other CF metrics that are different (e.g.,
between M;—My and My). Similarly, M3—M, and Ms-Mg

2 A multiset is a set that allows multiple instances of the same elements (unlike
a set where repeated entries appear just once).



are also potential self-symmetric pairs. The full set of groups is:
{M;-Ma, M3-My}, {M3-My, M5-Mg}

(3) Post-process self-symmetric block pairs The post-

processing is done in two steps:

« For three or more blocks, if (i) all pairwise combinations are
in the candidate self-symmetric set and (ii) any two of these
blocks are neighbors, then these blocks are not considered for
self-symmetry. This scenario is not seen in the comparator,
and is typically activated in circuits with parallel structures,
such as the FC OTA (Fig. 1(a)): placing M;—-My, Ms-—
My, and M5—Mg self-symmetrically is suboptimal; instead,
placing M;—Ms and M5—Mg on either side of M3—My is
preferable. By freeing these blocks from self-symmetric con-
straints, we permit the placer to find the optimal placement
with lower parasitics. Since the CF metrics are identical, the
placer positions these blocks symmetrically about the center
block, as we will see in Fig. 8.

e If two or more potentially self-symmetric sets share a
common transistor block, the sets are merged. For the
comparator, this implies that sets {M;—-Ms, Ms3-My},
{M35-My, M5-Mg}, which share M3-My, are merged to

{M;1-Ma2, M3-My, M5—Mg}.

(4) Add set(s) of identical blocks to symmetry group This

step finds if a block, b;, can potentially share an axis of

symmetry with an already-identified symmetric pair {b,,, b, }.

Block b; can be placed self-symmetrically to these blocks if its

CF metrics with b,,, and b,, are identical.

In the comparator, transistor pairs {Mg, Mg} will have
identical CF metrics with both M;—My and M3-M, (which
belong to the same symmetric group) due to the differ-
ential architecture. Similarly, {M7, Mg} and the invert-
ers {M;;-My3, Mj2-Mj4} will have identical CF met-
rics with M3-My and Msz—Mg (also a symmetric pair).
Hence, after this step, all identical blocks of the compara-
tor are placed along the axis of symmetry of the self-
symmetric structures. This leads to the following symmetries:

{M;-M3, M3-My, M5-Ms, {M7, Mg},
{Mg, Mio}, {M11-M13, M12-Mig}}

where the singleton transistor block sets are self-symmetric

along an axis, and other sets are symmetric about this axis.

Note that transistor My does not have to be placed along this

axis, but the connection point from primitive M;—Ms must be

at its center when it connects to My.

This method allows the identification of more than one axis
of symmetry, but this case is not activated for the comparator.
(5) Identify symmetry for the remaining identical blocks
If, after repeated application of the previous step, there are still
multiple identical blocks that have not been assigned to an axis,
we place these blocks symmetrically about a new axis. This
case is not seen for the comparator, but for the FIR equalizer
in [8], this method distributes the 10 identical parallel structures
evenly about an axis (details omitted due to space constraints).

VI. RESULTS

Our CF framework is implemented in Python. We use Spectre
for circuit simulation, Calibre nmLVS for LVS, and Calibre

TABLE III
PERFORMANCE COMPARISON OF THE LAYOUTS DEVELOPED WITH THE
CONVENTIONAL OBJECTIVE FUNCTION (EQ. (4)), CURRENT PATH
CONSTRAINTS, AND THE CF-BASED OBJECTIVE FUNCTION (EQ. (6))

‘ Circuit ‘ Metrics ‘ Spec. ‘ Conventional | Current path ‘ Charge flow ‘
DC gain (dB) >20 17.09 X 17.09 | X 25.87 v
FC OTA UGF (MHz) >100 | 4317 X 4317 | X | 38557 | v
Phase margin (°) >60 83.37 v 83.37 v 88.70 v
High-speed | Response time (ps) <100 10049 = X 10134 | X 97.61 v
comparator Offset (mV) <3 3.30 X 2.76 v 2.51 v
Min Gain (dB) >—5 | —446 —353 | v | =157 | v
VGA Max Gain (dB) >6 6.73 v 7.12 v 8.57 v
UGF (GHz) > 30 2150 X 2945 | X 30.79 v
Phase margin (°) >60 104.61 v 10048 | v 94.59 v
DTSA Response time (ps) <40 5093 X 39.89 v 36.47 v
Offset (mV) <3 2.56 v 1.17 v 2.53 v
~ DC gain (dB) >45 48.48 v 41.19 | X 49.16 v
ng;z‘ge UGF (MHz) S125 | 1305 v | 11905 | X [ 13947 | v
Phase margin (°) >60 63.46 v 76.46 v 62.27 v
LE Gain (dB) >0 —0.08 X 1.02 v 1.14 v
Bandwidth (GHz) > 10 14.15 v 12.73 v 13.66 v

XACT for extraction. All evaluations are carried out on a
Linux server (Intel Xeon(R) 2.20GHz Silver 4114 CPU, 160GB
memory) and all testcases are designed with a commercial
12nm PDK. We use an analog layout generator, with objective
functions (4) and (6), that automatically detects primitives from
a library; prepares layouts and assembles the building blocks at
each level of hierarchy using a C++ simulated annealing placer
based on [14]. We compare against layouts that maintain current
path monotonicity, using manual layouts where needed.

Our approach is applied to a FC OTA, high-speed compara-
tor, variable gain amplifier (VGA), double-tail sense amplifier
(DTSA), two-stage OTA, and linear equalizer (LE). The maxi-
mum CPU time over all testcases is 4.6s. Table III lists specifi-
cations and performance for layouts generated with/without CF
metrics, using “v"” if a specification is met and “X” otherwise.
Unlike competing methods, our CF flow meets all constraints.

Table IV compares the HPWL of the layouts generated for
all testcases: HPWL values of all layouts for each testcase are
normalized with the conventional automated layout generated
using Eq. (4). Although conventional or current path-based
placement could achieve smaller HPWL compared to CF-based
placement, the smaller HPWL does not necessarily result in
better performance or matching (Table III). Table V includes the
placement runtime for the conventional and CF-driven cases,
driven by objective functions (4) and (6), respectively. The use
of CF causes negligible runtime increase (< 6%). We compare
the quality of symmetry group detection with CF metrics

TABLE IV

HPWL OF THE LAYOUTS FOR THE TESTCASES, NORMALIZED TO THE
HPWL OF THE CONVENTIONAL LAYOUT USING EQ. (4)

Placement High-speed Two-stage
’ technique ‘ FC OTA comparator VGA ‘ DTSA ‘ OTA LE
Current path 1.00 1.02 1.12 1.25 1.10 1.14
Charge flow 1.08 1.07 1.17 1.15 1.04 1.05
TABLE V

RUNTIME COMPARISON OF THE LAYOUTS DEVELOPED WITH
CONVENTIONAL (EQ. (4)) AND CF-BASED (EQ. (6)) OBJECTIVE FUNCTION

Cost High-speed Two-stage
function ‘ FC OTA comparator VGA ‘ DTSA ‘ OTA LE
Conventional 25.22s 39.93s 47.47s 38.94s 22.30s 49.18s
Charee flow 25.58s 40.76s 49.25s 41.12s 22.63s 50.75s
& (+1.43%) (+2.08%) (+3.75%) | (+5.60%) | (+1.48%) | (+3.19%)
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Fig. 7. Accuracy of symmetry group detection with CF metrics.
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Fig. 8. FC OTA (Fig. 1(a)) layouts under (a) conventional constraints, (b) the
CF formulation. The areas for both layouts are equal: 6.07umx13.07pm.

against designer annotation in Fig. 7. If a block belongs (does
not belong) to a symmetry group, we consider it as a positive
(negative) sample. A true sample implies that the CF-based
annotation of a block, positive or negative sample, matches
with the designer annotation. The data shows 100% accuracy
(zero false positives/false negatives) on these testcases.

Figs. 8(a)—-(b) show the layouts of the FC OTA of Fig. 1,
along with the current paths using the conventional and the
CF-based objective functions. Since the conventional layout
satisfies the monotonic current path requirements, a manual
layout is not required. Both placements use the symmetry
constraints {Ms—Mg, M7-Ms, Mg—Mjq} extracted by the CF-
based method. As in the comparator, M is not required to be on
the axis of M;—M; as long as My is connected to the center of
the pin of M;—M,. Unlike a conventional approach that reduces
the HPWL for all nets connecting M;—-Ms, M3—My, and M5—
Mg together, the CF-based approach uses current directions
to recognize that reducing net length between {M;-Ms, M3—
My} and {M3-My, M5-Mg} are more important than between
{M;-Ms, M5-Mg}. The HPWL metric results in the layout of
Fig. 8(a) with a large net length (therefore a larger resistance)
between M3—My and Ms—Mg. These parasitics push M5 and
Mg out of the saturation region, causing significant performance
drop (Table II). The CF-based layout in Fig. 8(b) has 8%
higher HPWL, but biases these transistors in saturation because
even this slightly larger capacitance is 0.29% of the load
capacitance and has negligible effect on circuit performance.

For the high-speed comparator (Fig. 3), using the CF-based

Fig. 9.
(a) conventional constraints (14.91pmXx 13.47um), (b) current path constraints
(14.91pumx13.07um), (c) the CF formulation (16.49mx 13.474m).

High-speed comparator layout (dimensions in parentheses) under:

symmetry groups (Section V), Figs. 9(a), (b), and (c) show the
layouts generated using the conventional objective functions,
current path constraints, and the CF formulation, respectively.
The conventional objective function (4) incentivizes HPWL
reduction but creates a nonmonotonic current path (illustrated
by the blue arrow in Fig. 9) for M3-My — M;-My — M,
resulting in long interconnects between M3-M, and M;-M,.
The layouts generated with traditional current path constraints
similar to [9]-[11] (Fig. 9(b)) and the CF formulation (Fig. 9(c))
overcome this issue. However, Fig. 9(b) has no assertions for
gate-connected primitives at ng and ng, M11-Mjs and Mja—
Mji4. Unlike this layout, our CF-based methodology automat-
ically places M11—-Mj3 and M;2-Mj4 close to the blocks that
they charge/discharge through, resulting in the lowest offset and
response time among the layouts, as shown in Table III.

VII. CONCLUSION

A novel CF-based formulation, using ‘free” simulation data
from schematic design, is shown to extract symmetry con-
straints and provide net importance metrics for AMS placement.
The CF methodology is integrated into layout generation and
its effectiveness is demonstrated on several AMS circuits.
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