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Abstract

Domino logic is a popular con�guration for imple-

menting high-speed circuits. An algorithm for domino

logic mapping, under a parameterized library style, is

presented here. Practical design methods, such as the

use of multioutput domino and wide domino gates,

are incorporated within the technology mapping frame-

work. The technique can handle large circuits with

small computational overheads, and shows improve-

ments of up to about 37% over existing methods.

1 Introduction

The domino technology mapping problem is de�ned
as: Given an optimized Boolean network and con-
straints on the width (maximum number of parallel
chains) and height (maximum number of series transis-
tors) of the domino gates, the nodes in the network are
to be implemented with domino logic gates such that a
cost objective is minimized. We examine this problem
and explore an e�cient parameterized library-based
domino logic technology mapping method.

A parameterized library is de�ned as a collection
of gates that satisfy the constraints on the width and
height of the pull-down or pull-up implementations of
a gate. For domino gates, since the number of possible
cells in such a library is extremely large, the layout of
the cells are produced by on-the-y cell generation,
instead of using a �xed cell library.

Technology mapping based on static standard li-
brary is a well established problem addressed in [1{3].
The cell-generator based mapping technique was orig-
inally proposed for static complex gate mapping in [4]
and modi�ed for domino logic in [5]. We use a dynamic
programming approach to �nd the optimal solution.

Traditional technology mapping methods, originat-
ing with [1], have decomposed the directed acyclic
graph (DAG) representing a circuit into a forest of
trees of single-fanout nodes; each tree is then mapped
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to an available cell. However, this tree-by-tree map-
ping procedure may generate small trees, but domino
gates can provide smaller area and delay only through
forming larger complex gates. Therefore, multiout-
put domino gates and wide domino gate con�gurations
are used in our approach. Instead of using only mul-
tifanout nodes or only primary output nodes as the
roots of trees as in [1], we use both primary output
nodes and reconvergent nodes. Depending on the cost
tradeo�, the multifanout node inside the tree is either
mapped with a multioutput gate, or is duplicated, or
is mapped as a root of the domino gate tree.

2 Parameterized library mapping

Given an arbitrarily optimized network, it is �rst
unated [6] and mapped into a two input AND-OR
DAG network; this is then decomposed into two-input
AND-OR trees. This is the starting point of our pa-
rameterized library mapping algorithm, which is based
on dynamic programming [7].

2.1 Node structures and functions

Assume that the maximum constraint on the width
and height of the domino gate are, respectively, W
and H . At each node, we store the optimal subsolu-
tions index for all possible [height,width] con�guration
from [1,1] to [H ,W ], and each such subsolution is re-
ferred to as a con�guration. Therefore, there is a max-
imum of H�W optimal solutions that can be possibly
stored for every node. Each optimal solution can be
represented as fS; P; C; fSl; Plg; fSr; Prgg. Here, S,
(1 � S � H), is the height constraint of the current
node, P , (1 � P � H), is the width constraint of the
current node and C is the area cost, measured in terms
of the number of transistors; the objective in this pa-
per is to minimize C. Di�erent combinations of the
child node con�gurations can lead to the same parent
node con�guration. We denote fSl; Plg, fSr; Prg as
the combination that provides the minimal cost for a
con�guration fS; Pg.

Physically, fS; Pg represents a segment of a domino
NMOS net, whose maximum pull-down width is P and
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whose maximum pull-down height is S. The area cost
is the accumulated area of its child transition cones,
including the domino gate input cost and the number
of transistors in the current domino circuit segment.

Due to the series-parallel structure of the domino
pulldown, only two types of nodes in the pulldown
structure need to be considered: AND nodes and OR
nodes. An AND node corresponds to a series con-
nection, while an OR node corresponds to a parallel
connection in the series-parallel subgraph. The formu-
las for updating the value of S and P while combining
two child con�gurations are similar to [4]:
1. OR node: S = max(Sl; Sr), P = Pl + Pr
2. AND node: S = Sl + Sr, P = max(Pl; Pr)
3. LEAF node or GATEFORM node: S = 1, P = 1
A leaf node corresponds to a primary input, and a
gate formation node, GATEFORM, corresponds to a
situation where the partial solution so far (during the
dynamic programming procedure) is condensed into a
domino gate with an output at that node, and a new
domino structure is started from that point on.

The area cost function, C, is measured as the num-
ber of transistors for a con�guration. For each of the
above possibilities, as a function of the costs Cl and
Cr, respectively, of the left and right child subtrees, is
as shown below.
1. OR or AND node: The number of transistors is
found by simply summing up the number in the sub-
trees, i.e., C = Cl + Cr.
2. LEAF node: At a leaf node, C = 1.
3. GATEFORM node: C = Cminimal + 5.
The �rst two cases correspond to the partial pulldown
structure (not counting the transistors connected to
the clock) constructed so far for the current con�gu-
ration. The last case corresponds to the addition of
two transistors connected to the clock nodes and two
transistors in the output node, besides the transistor
in the newly created gate that is connected to the out-
put of this newly-created gate.

2.2 Node mapping algorithm

for each valid [H;W] of the left child f
for each valid [H;W] of the right child f

fS; Pg = COMBINE(fSl; Plg; fSr; Prg) ;

if fS; Pg satisfies the constraints (H;W) f
C = COST FUNCTION(Cl; Cr)

if (C < C[S; P ]minimal) C[S; P ]minimal = C.

if (C < Cminimal) Cminimal = C.

g
g

g
C[1; 1] = GATEFORM(Cminimal)

Here, Cl is the left child's optimal solution under
the constraint fSl; Plg while Cr is the right child's

optimal solution under the constraint fSr; Prg. The
solution C[1; 1] of the root of the decomposed tree is
the optimal solution of the subject AND-OR tree.
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Figure 1: Parameterized library mapping.

This procedure is illustrated in Figure 1. In this
example, three-tuples are used to represent con�gura-
tions fS; P; Cg. All primary inputs is initialized with
tuple f1; 1; 1g. The tree is traversed from the leaf
node upwards, and all solutions are enumerated us-
ing dynamic programming, eliminating any solutions
that are suboptimal. From the dynamic programming
viewpoint, the optimal solution under the constraint
fS; Pg is an optimal substructure. The nonsubopti-
mal solutions at a node are listed and the problem
is solved by recursively enumerating these for higher
level nodes of the tree. For example, the operation of
COST FUNCTION on both (f2; 2; 3g; f2; 3; 15g) and
on (f2; 1; 8g; f2; 3; 15g) produces a f4; 3; Cg con�gu-
ration. Only the 3-tuple of this type with minimal
cost, f4; 3; 18g, and its corresponding child tuples are
stored at node N6 as a partial solution that may be
used in future. For the con�guration of S = P = 1,
we choose the minimum cost solution at that node
and construct a gate corresponding to that solution.
At node N6, the minimal cost obtained from all combi-
nations of its children is 13, and the solution f1; 1; 18g
is obtained using the formula C = Cminimal + 5.

From the above procedure, we can see that the
space complexity of the algorithm is O(WHN) and
the time complexity is O(W 2H2N), where N is num-
ber of nodes. At each node, the AND-OR cost func-
tion will be executed at mostW 2H2=2 times, but gen-
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erally the number of executions is much lower than this
value. From the statistics of 16 ISCAS85 benchmarks,
the average cost addition operation at every node is
approximately 4 for the tree-by-tree method.

3 Multioutput gate mapping

One of the domino gate con�gurations used by our
mapper is the wide dynamic AND gate [8], which can
implement a stack of six serial NMOS transistors with
two stacks of three serial transistors. A second design
style is the multioutput domino gate, an example of
which is shown in Figure 2; these are commonly used
in high speed adder design [9, 10]. In our mapper, we
use separate pull-up transistors for each multioutput
branch, as shown in Figure 2, to prevent problems
with sneak paths.
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Figure 2: Implementation of a multioutput gate.

Traditionally, tree decomposition is carried out by
decomposing trees by introducing breaks at multi-
fanout points. However, this can create very small
trees. This is an especial liability for domino gates
since they have the overhead of the clock transis-
tors and the output inverter and are more e�ective
on larger subcircuits. Fortunately, the domino logic
style can support multioutput gates and can there-
fore naturally handle multifanout points in the DAG.
Therefore, in our mapper, we decompose the DAG into
trees whose roots are primary outputs and reconver-
gent nodes.

In domino logic, the duplication cost of a single in-
put is one NMOS transistor. In addition, multioutput

logic can be implemented with a single multioutput
domino gate by sharing common substructures. The
additional cost associated with this kind of gate is a
pull up transistor and the transistors in the output in-
verting logic. Each such possibility is a potential map-
ping scheme for the multifanout node during postorder
mapping. Hence, a multifanout node will possibly be
duplicated, or mapped as a multioutput gate, or be
mapped as a simple domino gate at the node, depend-
ing on the cost tradeo�. The use of duplication and
of multioutput domino also has the advantage that
there are fewer gate levels than would be obtained by
forming a gate at each multifanout gate.

4 Implementation and results

The parameterized library mapping algorithm has
been implemented in C++. The input circuits for
the technology mapping are unate equivalents of the
benchmark circuits that were obtained by �rst opti-
mizing with SIS, then pushing the inverters as close
to the inputs as possible, and �nally duplicating the
fanin cones of the inverters.

Table 1: Comparison with the results of [5].
Circuits Our approach Approach of [5] Reduction

area/level area/level %

c8 265/4 328/7 23.8 %
count 283/6 348/16 23 %
i6 830/2 890/3 7.2 %

C880 1096/10 1499/7 36.8 %
C499 1752/8 1846/12 5.4 %
dalu 2031/12 2142/15 5.5 %

The results, compared with paper [5], are shown in
Table 1. Both techniques use W=6, H=4 (W=H=4 for
dalu) as the constraints of the parameterized library.
In our work, we have not explicitly tried to minimize
the replicated logic while pushing the inverters back
during unate optimization. We expect that we will
have further reductions in the transistor count if we
implement such an optimization, e.g. [5, 6].

Table 2 serves several objectives and shows the
comparisons of our work with several other possible
approaches that aim at area minimization. We use W
= H = 4 as the width and height constraints. The re-
sults are presented and compared in terms of both area
and delay, where the delay is estimated by a coarse
measure that counts the number of gate levels.

Columns 2 and 3 contains the CPU time and re-
sults obtained from the tree-by-tree mapping approach
combined with the node mapping method of section 2.
Column 4 shows the results obtained from the map-
ping algorithm of section 3 combined with the node
mapping method. The results in column 4 are com-
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pared with those obtained from SIS, using a script �le
similar to script:domino [5] to optimize the bench-
mark circuits applying the library 44-3.genlib. The
CPU times are not shown, but are all under 7 sec-
onds. A comparison with the results of static map-
ping with SIS is shown in columns 6 and 7, showing
that depending on the circuit, either static mapping
or domino mapping may provide a smaller area, but
domino logic always has an advantage in terms of the
number of levels. The area disadvantage, when it is
present, arises primarily because of the area overhead
required to move the inverters back towards the pri-
mary inputs, which may necessitate logic replication.

This motivated us to study the e�ciency of our
domino technology mapping method, neglecting the
e�ciency of unating. As an experiment, we fed the
unate input circuit used for the domino technology
mapping to the SIS static mapping, by using map -m

0. The SIS mapping results are shown in columns 8{10
and it is seen that our method presents a considerable
advantage.

5 Conclusion

In this paper, we have explored the new mapping
technique for domino logic, including optimal parame-
terized library mapping and multifanout domino gates
mapping. The area minimization mapping can be ex-
tended to minimize delay and power, as well as cost
minimization mapping under timing constraints.
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