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Abstract
Gate oxide tunneling current (Igate) is emerging as a

key roadblock for device scaling in nanometer-scale CMOS
circuits. A practical means to reduce Igate is to leverage
dual Tox processes where non-critical transistors are assigned
a thicker Tox. In this paper, we generate a leakage/delay
tradeoff curve for dual Tox circuits, and propose a transis-
tor and pin reordering technique that has a minimal layout
impact to further reduce the total leakage current up to 18%
and Igate up to 26% without incurring any delay penalty.

1 Introduction
While aggressive downscaling of gate oxides is essential

to improve the current drive of next-generation MOS tran-
sistors, quantum effects are seen to play a large role under
these ultra-thin oxide devices. In 90nm and 65 nm technolo-
gies, the gate oxide leakage current (Igate) due to such effects
is comparable to subthreshold leakage. This new source of
leakage is particularly important as low power has become a
major design parameter, especially in digital CMOS circuits
aimed at portable applications.

A principal source of Igate arises from the tunneling of
electrons through the gate oxide. The probability of electron
tunneling is a strong function of the applied electric field and
the barrier thickness itself, which is simply Tox, with a small
change in Tox having a tremendous impact on Igate. For
example, in MOS devices with SiO2 gate oxides, a difference
in Tox of only 2Å can result in an order of magnitude increase
in Igate [1], so that reducing Tox from 18Å to 12Å increases
Igate by approximately 1000×1. The most effective way to
control Igate is through the use of new materials, namely,
high-k dielectrics, but such materials are not expected to be
manufacturable until approximately 2007 at the earliest.

The issue of power dissipation due to gate leakage arises
in two contexts. In the stand-by mode, when a circuit is
not undergoing any active operations, leakage may be con-
trolled through various means, prominent among which are
the use of multiple threshold CMOS (MTCMOS) sleep tran-
sistors [3], the assignment of circuit inputs to send the cir-
cuit into a low leakage state [4], and body biasing [5]. In
the active mode, i.e., in normal operation, clearly, the use
of neither sleep transistors nor state assignment is viable.
Although recent studies show that at the 90nm mode, leak-
age can contribute over 40% of the total power [6], there are
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1The fundamental limit of gate oxide thickness scaling is pro-
jected to be about 8Å [2].
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Figure 1: All possible configurations using pin and transistor re-
ordering for two NMOS transistors in a series. The transistor
gates with thick dotted lines correspond to a ToxHi

assignment,
while those with thin dotted line correspond to ToxLo

assignment.

few effective techniques that have been studied in the com-
munity. Therefore, it is critical to develop methods that
will effectively reduce Igate in the active mode. To this end,
in earlier work [7], we had described a dual Tox (ToxLo

and
ToxHi

) assignment strategy to generate leakage/delay trade-
off curves. Starting with all transistors assigned to ToxHi

, [7]
iteratively looked at critical path transistors and selected a
transistor for ToxLo

assignment based on a cost function.
This paper adds another degree of flexibility to control-

ling leakage, as it addresses the optimization of dual Tox

circuits for reducing leakage power using transistor and pin
reordering. A major advantage of this optimization is that
it has a low layout impact, and is therefore a “cheap” opti-
mization in terms of its impact on the design methodology.
Our work will explore how Igate varies when the order of
pins and transistors in a stack is varied, and develop an al-
gorithm that finds an optimal reordering. Under a specified
delay constraint, the best configuration for each gate is cho-
sen such that it results in the maximum leakage reduction
without increasing circuit delay.

Although our motivation so far has primarily addressed
gate leakage due to its growing dominance, it is important
to note that the true optimization objective is the total leak-
age, which consists of the gate leakage and the subthreshold
leakage. It is essential to optimize these in an integrated
manner, and our work does exactly this.

In the literature, several research works [8–10] pertain-
ing to transistor reordering techniques have been reported.
These approaches aim at reducing the dynamic power dis-
sipation due to the switching activity of transistors, rather
than reducing the leakage power dissipation in the active
mode. In [11], the authors apply two different pin reorder-
ing techniques: one attempts to minimize standby Igate,
while the other reduces runtime leakage. In both approaches
the effect of this transformation on circuit delay is not con-
sidered. Furthermore, pin reordering without transistor re-
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ordering limits the search space in dual Tox circuits. To
illustrate this, consider two NMOS transistors connected in
series, as shown in Figure 1. Applying pin reordering leads
to only two possible cases ((a) and (b)) whereas if transis-
tor reordering is also allowed, the number of cases double
as the search space now also includes the configurations in
cases (c) and (d).

2 Leakage Models
In this section, we describe the models used to calcu-

late Isub and Igate for each transistor, and the approach for
computing the average Isub and Igate values for a given logic
gate. The total leakage current for a logic gate is then com-
puted as the sum of its average Isub and Igate. We also
present a delay model that considers interconnect delay.

2.1 Subthreshold Leakage Model

It is well known that Isub is exponentially dependent on
threshold voltage (Vth). As described in [7], it is fairly com-
plex to obtain an analytical model for Vth. For convenience,
we use a simple look-up table (LUT) to determine Isub. For
dual Tox circuits such an LUT could be extremely large:
for a k-input NAND gate, for instance, we would store the
leakage current for each of the 2k possible Tox assignments,
and each Tox assignment would require entries for the 2k −1
leakage states corresponding to different input logic values2,
resulting in a total of 2k · (2k −1) entries. The LUT size can
be reduced significantly using the following concepts:

Dominant input states: It has been shown [12] that Isub

can be accurately captured by using a set of dom-
inant states, corresponding to the cases where only
one transistor on each path to a supply node is on.

Weak Tox dependencies: In a dominant state, for a given
Tox choice for the leaking transistor, the subthreshold
leakage is only weakly dependent on the Tox values of
other transistors. Intuitively, this relates to the fact
that the leaking transistor is the largest resistance on
the path. We have validated this through SPICE sim-
ulations, and the results for a 4-input NAND gate are
shown in Figure 2. When T4 is the leaking transis-
tor and is set to ToxLo

, it can be seen that Isub has a
range of only about 1% over all possible assignments
for the other inputs. Similar results are seen for other
logic gates over various Tox assignments.

For a k-input NAND gate, there are k dominant states. The
weak Tox dependencies require that for each of these states,
two Isub numbers must be maintained: one at ToxHi

and the
other at ToxLo

. As a result, the LUT size reduces to 2k. For
a logic gate with k-parallel transistors (such as the pull-up
in a k-input NAND, or a pull-down in a k-input NOR), two
entries (ToxHi

and ToxLo
) are sufficient as the value of Isub

per unit w
l

for each parallel branch is almost equal.
The average subthreshold leakage (Isubavg ) for a logic

gate under a given Tox assignment may therefore be calcu-
lated as follows:

Isub,avg. =
∑

i ∈ dominant input states
Pi × Isubi

(1)

where Pi is the probability of occurrence of state i, and Isubi

is the subthreshold leakage current in that state.

2The only input assignment with no leakage due to NMOS is
the case when all transistors in the pull-down chain are on.

T1
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T3

T4

Tox Isub

T1 T2 T3 T4 (nA)

Lo Lo Lo Lo 34.70
Lo Lo Hi Lo 34.83
Lo Hi Lo Lo 34.85
Lo Hi Hi Lo 34.99
Hi Lo Lo Lo 34.78
Hi Lo Hi Lo 34.92
Hi Hi Lo Lo 34.93
Hi Hi Hi Lo 35.08

Figure 2: The variation of Isub through the pull-down chain for
the dominant state when only T4 is off. Here, ToxLo

= 12Å(Lo),
ToxHi

= 17Å(Hi), and T4 is at ToxLo
.

2.2 Gate Oxide Tunneling Model

Gate oxide leakage can be primarily attributed to elec-
tron [hole] tunneling in NMOS [PMOS] devices. Physically,
this tunneling occurs in the gate-to-channel region, as well as
in the gate-to-drain/source overlap regions. The latter type
of tunneling, referred to as edge direct tunneling (EDT),
is ignored in our case for two reasons: first, the gate-to-
drain/source overlap region is significantly smaller than the
channel region, and second, the oxide thickness in this over-
lap region can be increased after gate patterning to further
suppress EDT.

Our work focuses on gate-to-channel tunneling and we
use the following analytic tunneling current density (Jtunnel)
model based on the electron [hole] tunneling probability
through a barrier height (EB) [13].

Jtunnel =
4πm∗q

h3
(kT )2(1 +

γkT

2
√

EB

) ×

exp(
EF0,Si/SiO2

kT
) exp(−γ

√
EB) (2)

where EF0,Si/SiO2
is the Fermi level at the Si/SiO2 interface

and m∗ is 0.19Mo for electron tunneling and 0.55Mo for hole
tunneling, where Mo is the electron rest mass. The terms
k, h and q correspond to physical constants (respectively,
Boltzmann’s constant, Planck’s constant and the charge on
an electron), γ = 4πTox

√
2Mox/h where Mox is the effec-

tive electron [hole] mass in the oxide, T is the operating
temperature, and EB is the barrier height.

It was shown in [11] that, like Isub, Igate also exhibits
state dependency. When the gate node of an NMOS [PMOS]
transistor is at logic 0 (logic 1), the only tunneling compo-
nent arises from EDT which is neglected in our work. There-
fore, we will only consider the cases where the gate node is
at logic 1 for NMOS and at logic 0 for PMOS. For exam-
ple, while determining Igate for transistor T2 in the 4-input
NAND gate in Figure 3, it can be shown that the maxi-
mum leakage for T2 occurs at the input state3 (x, 1, 1, 1),
and that the Igate values for the states (1, 1, 0, x), (0, 1, 0, x)
and (x, 1, 1, 0) can be ignored. For further details, the reader
is referred to [11].

In general, this may be restated as follows: the dom-
inant state for Igate for a particular transistor in a stack
corresponds to the case when all of the transistors below
(above) it in the NMOS (PMOS) stack are on. The average
Igate for a logic gate can then be calculated as:

Igate,avg. =
∑

transistor t ∈ logic gate
Pt × Igatet (3)

3“State” = logic values at the inputs to (T1, T2, T3, T4).
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Here, Pt for NMOS [PMOS] transistors connected in paral-
lel, as in a NOR [NAND] gate, is the probability that the
input is at logic 1 [0]. For a stack of NMOS [PMOS] transis-
tors in series in a NAND [NOR] gate, Pt for a transistor is
the product of the probabilities that each of the transistors
below [above] it has an input of logic 1 [0]. The value of
Igate is computed using Equation (2) for the specified Leff

and width of the transistor under consideration.
Observe that the use of dominant states for the compu-

tation of Igate and Isub, and keeping the ToxLo
and ToxHi

values reasonable spaced apart, rules out the complex inter-
action between these two components [11].

2.3 Delay Model

We use an LUT-based approach for delay computation.
For each input of a logic gate, rise and fall delay values are
determined through SPICE simulations over a range of out-
put loads under a single-input switching model. A linear fit
is carried out on these data to obtain the slope (delay/load)
and intercept (delay at zero load) values. The LUT stores
these two numbers for each input, along with gate input
capacitance for each logic gate. Different combinations of
Tox in a stack of transistors will result in different input-to-
output delays for the same input; for example, for a k-input
NAND gate, 2k entries would be required to compute the
fall delay from each input to the output, for a total of k · 2k

entries in the LUT. This LUT size may be greatly reduced
for a small loss in accuracy.

For the output fall transition, for each input-to-output
delay, we create two LUTs, corresponding to a gate oxide
thickness assignment of ToxLo

and ToxHi
, respectively; sim-

ilarly, two LUTs are constructed for the rise transition. In
each LUT, we observe that the delay depends strongly on
the number of transistors in the chain that are at ToxLo

or
ToxHi

, and very weakly on their position. We fit a simple
formula as in [7], and in most cases, the error was under 2%,
with a worst-case error of 3%.

3 Transistor and Pin Reordering
In Section 2 we described a probability based model to

compute the total leakage of a logic gate. The Isubavg and
Igateavg for a logic gate under a given Tox assignment are
determined by computing the leakage of the dominant input
states for Isub and Igate, respectively.

We will now consider the problem of transistor and pin
reordering to reduce the average leakage power, which is the
sum of Isubavg and Igateavg . While it is possible to reduce
Isubavg for a logic gate via transistor and pin reordering,
this reduction is often dwarfed by the dominant effect of the
changes in Igateavg , and therefore, we will limit our discus-
sion to Igateavg in this section.

In order to motivate the idea of transistor reordering,
consider an NMOS transistor stack in the pulldown of a
4-input NAND gate, as illustrated in Figure 3(a). In this
example, transistors T1 and T4 have been assigned ToxHi

and hence have low Igate, whereas transistors T2 and T3 are
assigned ToxLo

leading to high Igate values. In this example,
we will assume Igate for the transistors with ToxLo

to be 10
nA, and for those with ToxHi

to be 0.1 nA. We also assume
that the probabilities of pins P1, P2, P3 and P4 being at
logic “1” to be 0.1, 0.2, 0.3, and 0.4, respectively. These
values are identical to the probability that the corresponding

transistors to which the pins are connected are on.
The dominant state for Igate for a particular transistor

in the NMOS stack, say T2, corresponds to the case where all
of the transistors (T3 and T4) below it are on. Assuming that
the inputs are all statistically independent, the probability
of such a state will be the product of the probabilities of
T2, T3 and T4 being on. Similarly, the leakage for T1, T3

and T4 can be found for their dominant states, and based
on these calculations, the value of Igateavg for the NMOS
stack is computed to be 1.48nA, as shown in Figure 3(a).

Now consider the case of pin reordering. In order to
reduce the probability of the dominant input state for tran-
sistor T3, it is desirable that the pin with the highest prob-
ability be assigned to the transistor at the top of the stack,
and that with the lowest probability be assigned to the bot-
tom of the stack. This results in the configuration shown in
Figure 3(b) and Igateavg becomes 0.27nA, an 81% reduction
from the original case.

Similarly, instead of moving the pins, consider the case
of transistor reordering, where the pins are fixed, but the
transistors are moved. Specifically, the most leaky transis-
tors (those assigned ToxLo

) can be moved to the top of the
stack, as shown in Figure 3(c). In this case, the probabil-
ity of the dominant state for the uppermost transistor, T3,
will be the probability of the entire stack being on. Observe
that this probability for the topmost transistor is the low-
est among all transistors in the stack (e.g., in the figure, T3

corresponds to a probability of 0.1 × 0.2 × 0.3 × 0.4, while
any lower transistor has a higher probability of a dominant
state). Therefore, moving the most leaky transistors to the
top of the stack yields a significant reduction in Igateavg ,
and we see from Figure 3(c) that this results in an Igateavg

of 0.316nA and a reduction of 78% from the original case.
Neither of the above reordering methods provide the

maximum benefit when considered individually, and the best
solution combines both the transistor and pin reordering, as
shown in Figure 3(d). This results in an Igateavg of 0.096nA
and a total savings of 93% compared to the original case.

Any such changes also impact the gate delay, and hence,
potentially, the circuit delay. In order to avoid any ad-
verse impact on delay, we will develop a procedure in Sec-
tion 4 that guarantees that only those transformations are
accepted that result in zero or positive slack at the output of
the logic gate during any step of the algorithm, and there-
fore guarantees that these transformations do not slow down
the speed of the circuit. For this reason, it is entirely pos-
sible that the leakage-optimal arrangement for a gate, such
as the one shown in Figure 3(d) may not be acceptable if it
increases the circuit delay. We perform an exhaustive search
on a gate-by-gate basis and accept the permissible configu-
ration that satisfies the delay constraints. The total leakage
of individual logic gate is considered during this exhaustive
search in order to obtain reductions in the total expected
leakage of the circuit rather than just Igate.

4 Reordering Algorithm
In this section we describe our algorithm for finding the

leakage-optimal configuration for the gates in a circuit under
a specified delay constraint. The input to the algorithm is
a netlist that has undergone dual Tox optimization; in this
case, this is provided by the algorithm in [7].
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Figure 3: Various configurations for the pull-down of a 4-input NAND gate are shown here. The transistor gates with thick dotted lines
correspond to a ToxHi

assignment, while those with a thin dotted line correspond to an assignment of ToxLo
. The Igateavg values for the

NMOS transistor stack with (a) no transistor/pin reordering, (b) the best possible pin reordering only, (c) the best possible transistor
reordering only, and (d) the best possible combination of transistor and pin reordering are shown here.

The circuit is represented by a graph where each gate
corresponds to a node, and the interconnections between
gates correspond to edges. In our implementation, the im-
proved reordering configurations for a node, if any exist, will
lead to a reduction in the total leakage (Igateavg + Isubavg )
while either increasing or decreasing the node delay; in ei-
ther case, the algorithm guarantees that the slack will re-
main positive. Bearing this in mind, we divide the search
space of possible configurations into two categories:

Search spc1 contains those nodes that have a reordering
configuration resulting in an increase in node delay.

Search spc2 contains those with a corresponding decrease
in node delay.

The nodes in Search spc2 are preferred since they reduce
both leakage and delay. The cost function4 assigned to each
node is the total reduction in leakage. Therefore, a con-
figuration for each node in this search space that has the
maximum cost is chosen first, and these selections result in
additional slack being created in the circuit.

This slack, and any existing slack in the circuit, can be
“filled in” using node configurations in Search spc1. The
order in which these nodes are chosen is based on a TILOS-
like [14] sensitivity based method. The node that provides
maximum reduction in leakage with minimum increase in
node delay is chosen. If △Lkg is the decrease in node leakage
and △D is increase in node delay, we evaluate

Cost =
△Lkg

△D
(4)

and select configurations for each gate in order of this cost
until there is no leakage-reducing configuration that satisfies
the delay constraints.

4This is something of a misnomer since the “cost” is actually
a benefit in this case.

Algorithm 1 shows the heuristic employed in perform-
ing transistor and pin reordering. The primary input (PI)
probabilities5 are propagated to the intermediate nodes (line
4). In lines 5–9, the delay and leakage values for individual
nodes are determined. A standard static timing analysis
(STA) is then performed (line 10) in order to determine
the slack of each node in the circuit. The search space, as
explained above, is constructed in lines 11-14 using a sub-
routine described in Algorithm 2. The algorithm enters an
iterative loop in lines 15–34. In each iteration, a node is
selected based on the rule described above. In the event of
a tie (for the case of Search spc1), the node nearest to the
primary output (PO) is chosen. Further ties are heuristi-
cally broken by selecting the node with lowest fanout; the
rationale for the heuristic is that these have a smaller cone
of influence and may affect fewer slack values. Observe that
it is not necessary to break ties in the Search spc2 case since
the chosen configuration always results in a delay reduction.
Once the appropriate node is chosen, the relevant data such
as the arrival time and required time of effected nodes and
the search spaces are updated. The iterations stop when
there are no elements remaining in either search space.

5 Experimental Results
The proposed method for total leakage reduction was

tested on the ISCAS85 benchmark circuits [15] at the 100nm
and 70nm predictive technology nodes. The circuits were
synthesized using SIS [16] based on a library consisting of
inverters, as well as Nand and Nor gates with 2, 3, and 4
inputs. Capo [17] was then applied to obtain a placement,
and finally the design was routed to obtain the intercon-
nect wirelengths. The resulting wire lengths were used to
determine the worst case interconnect capacitance (using
interconnect parameters from [18]) for delay computations.

5We use a random function to generate PI probabilities.
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Algorithm 1 Transistor-Pin-Reordering()

1: Input: A dual-Tox circuit
2: Output: A transistor/pin reordered dual-Tox circuit
3: /*Circuit is represented as an acyclic graph G(V, E)*/
4: Propagate state probabilities from PIs to internal nodes
5: for each node x ǫ G(V, E) do

6: Find output load =
∑

fanout nodes gate capacitance
+ interconnect capacitance

7: Get rise, fall delays (DPfall
, DPrise) from delay LUT

8: Find Isub, Igate based on leakage models
9: end for

10: Perform STA to find rise and fall AT , RT for each node
11: Create empty sets, Search spc1 and Search spc2
12: for each node x ǫ G(V, E) do

13: Update-Search-Space(x)
14: end for

15: while (Search spc1 and Search spc2 are not empty) do

16: if (Search spc2 is not empty) then

17: Nchosen = Node with max. cost in Search spc2
18: else

19: Nchosen = Node with max. cost in Search spc1
20: /*Tie-breakers: #fanouts, proximity to PO*/
21: end if

22: Assign the best configuration to Nchosen

23: Update DPfall
, DPrise , Isub, Igate of Nchosen

24: Perform incremental STA to update rise and fall AT ,
RT of effected nodes.

25: for each node y encountered during incremental STA
do

26: if (y ǫ Search spc1) then

27: Search spc1 = Search spc1 - {y}
28: else if (y ǫ Search spc2) then

29: Search spc2 = Search spc2 - {y}
30: end if

31: Update-Search-Space(y)
32: /*nodes might be added, removed or their cost

might change while updating the search space.*/
33: end for

34: end while

SPICE simulations were based on a predictive model [19] us-
ing inverter transistor widths Wn = 8λ/Wp = 16λ (widths
for other gates were accordingly scaled). The values of Vdd,
ToxLo

, and ToxHi
that were used in our simulations are 1.2V,

12Å, and 17Å , respectively, at the 100nm node, and 1.0V,
11Å and 15Å , respectively, at the 70nm node.

The method in [7] was used to obtain a leakage/delay
tradeoff curve for the placed and routed layout, and reorder-
ing was performed at each delay point on this curve. Fig-
ure 4 shows experimental results at the 100nm and 70nm
technology nodes for a representative benchmark circuit.
Each set of results show the tradeoff curves for before and af-
ter reordering, and the corresponding percentage reduction
in Igate, Isub and the total leakage current. Observe that
the delay remains the same after reordering, as constrained
by our optimization. Furthermore, the savings observed in
Igate are seen to reduce as the delay reduces. The intuition
behind this is as follows. As the delay decreases, the num-
ber of nodes that lie on the critical path increases. This
constrains the permissible reordering on the nodes as our
optimizer does not permit any transformation that would

Algorithm 2 Update-Search-Space(x)

1: if (Found best configuration with no negative slack)
then

2: if (△D > 0) then

3: Search spc1 = Search spc1 ∪ {x}
4: cost(x) = (△Lkg

△D
)x

5: else

6: Search spc2 = Search spc2 ∪ {x}
7: cost(x) = △Lkgx

8: end if

9: end if

result in an overall delay increase.
Since the regions to the left of the knee of the curve

do not constitute reasonable engineering solutions as they
involve large increases in leakage for small delay reductions,
the suitable design choices lie to the right of the knee of the
tradeoff curve, and we limit our discussion to this region.
Table 1 shows the percentage leakage reduction values at
three design points on the leakage/delay tradeoff curve for
each circuit. We choose one data point from the knee region
(C1) and choose the remaining two points (C2 and C3) at
arbitrary points to its right. The reductions in Igate for C2
and C3 are significant, with a maximum savings of 24% and
26% for the 100nm and 70nm technology nodes, respectively.
The savings in Igate for C1 is relatively lower, with maximum
reductions of 12% and 16% for the 100nm and 70nm nodes,
respectively, and the reasons for this are described above.
The reduction in Isub is between 3-5% and is practically
constant for all of the benchmarks. The CPU times for all
circuits are shown in the table, and each number corresponds
to the maximum of the CPU times over all points on the
leakage/delay tradeoff curve. It is clear that the procedure
is extremely fast, and only requires a few seconds.

The table also shows the reductions in the total leakage,
which are seen to be up to 18.0% (for point C3 of C2670).
Although these are not startlingly dramatic numbers, they
still correspond to very solid reductions in the total leak-
age. An important point to note is that this is an in-place
optimization with low layout impact, so that the reductions
can actually be guaranteed, and are not likely to suffer from
significant estimation errors.
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Figure 4: Leakage/Delay tradeoff curve and percentage leakage reduction for C7552 for the (a) 100nm and (b) 70nm technology nodes.

Percentage Leakage Reduction
Circuit 100nm Tech. CPU Time

C1 C2 C3 (sec)
Igate Isub Itotal Igate Isub Itotal Igate Isub Itotal

C432 4.5 4.5 4.5 14.0 5.0 7.5 18.0 6.0 9.0 0.41
C499 5.4 4.5 5.0 8.0 5.0 5.7 12.0 5.3 6.5 0.64
C880 8.0 6.0 6.7 15.0 6.0 8.0 19.2 6.5 9.0 0.28
C1355 3.2 2.0 2.5 5.5 3.3 4.0 8.0 3.5 4.5 0.56
C1908 3.6 3.2 3.4 8.0 3.7 4.6 10.0 3.7 5.0 0.89
C2670 11.0 7.0 8.5 21.0 7.5 11.5 24.0 12.0 18.0 0.89
C3540 7.0 5.4 6.0 13.5 5.5 7.4 15.0 5.7 7.7 2.17
C5315 12.0 6.0 8.0 18.0 6.3 9.5 20.0 6.5 10.0 2.72
C6288 3.0 3.0 3.0 5.0 3.0 3.5 6.0 3.2 3.7 16.19
C7552 8.0 4.5 5.5 12.0 4.7 6.2 13.2 4.8 6.7 2.56

70nm Tech.
C432 7.0 3.0 5.0 16.0 4.0 6.2 19.0 4.0 7.5 0.30
C499 7.0 3.3 4.5 10.0 3.5 5.0 12.5 3.6 5.2 0.59
C880 10.0 5.0 7.0 15.0 5.0 7.2 19.2 5.0 8.0 0.26
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