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ABSTRACT
Well island generation and well tap placement pose an important
challenge in automated analog/mixed-signal (AMS) layout. Well
taps prevent latchup within a radius of influence in a well island,
and must cover all devices. Automated AMS layout flows typically
performwell island generation and tap insertion as a postprocessing
step after placement. However, this step is intrusive and potentially
alters the placement, resulting in increased area, wire length, and
performance degradation. This work develops a graph-based opti-
mization that integrates well island generation, well tap insertion,
and placement. Its efficacy is demonstrated within a stochastic
placement engine. Experimental results show that this approach
generates better area, wire length and performance metrics than
traditional methods, at the cost of a marginal runtime degradation.
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• Hardware → Physical design (EDA); Analog and mixed-
signal circuit optimization; Placement.
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1 INTRODUCTION
In a layout, MOSFET devices of different channel types (P, N, Deep
N, or Deep P channel) are associated with different well layers that
constitute the bulk regions of the devices. Continuous regions of
the same well layer can span multiple devices, and are known as
well islands. Each well island must be connected to a corresponding
power supply, through a well tap cell that is typically provided by a
foundry as part of the process design kit (PDK). These connections
can prevent latchup [5, 16] within a well-layer-specific radius of
influence (denoted R𝑤 for well layer𝑤 ) specified in the PDK.
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Figure 1: (a) Digital layout with regular well islands and taps;
(b) An inverter-coupled VCO; (c) Two post-placement layouts
of the VCO; (d) The corresponding layouts of the VCO after
well definition and tap placement.
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In digital circuits, standard cell rows (Figure 1(a)) have systemat-
ically demarcated well islands, with well tap cells placed at regular
intervals, connected to power pins [18]. In contrast, analog/mixed
signal (AMS) designs face stringent performance constraints that
require low parasitics between critical transistors. This forces tran-
sistors of different well types to be proximate in the layout, making
well definition and tap placement problems much more complex.
In a typical automated AMS layout generation flow, in the post-
placement stage, the well regions of devices are first merged to cre-
ate well islands, e.g., using geometric operations [3] or generative
adversarial networks (GANs) [17]. The placement is then altered
to meet design rule constraints on spacing between well regions;
next, well taps are added. Each of these incurs area overheads.

AMS placement choices can profoundly influence these well-
related overheads. Consider a differential ring oscillator based volt-
age controlled oscillator (VCO) (Figure 1(b)). Two layouts for the
VCO are shown in Figure 1(c) at the post-placement stage, where
four large rectangles show the current-starved differential inverter
stages s1 through s4 of the VCO, each consisting of four PMOS
and four NMOS devices. After well regions are defined, the layouts
must insert adequate spacing between wells and must place well
taps: the corresponding layouts after this stage for the VCO are
shown in Figure 1(d). The left configuration, which has complex
well structures, incurs significant well separation requirements and
well tap overheads. The area cost of the layout at left is 35% higher
than the optimal layout at the right, resulting in larger parasitics
and degraded performance. In [13], the problem is partly alleviated
by generating well islands during placement, but (a) it is limited
to generating only rectangular well islands and (b) it ignores the
overheads of well tap insertion.

This paper optimizes the true cost of well island generation and
tap insertion during placement and optimally positions well taps
using a novel graph-based algorithm. Section 2 covers preliminaries,
graph-based constructs, and the placement optimization framework.
Next, Section 3 describes the algorithms for well island generation
and for finding the optimal number of well taps. Next, Section 4
demonstrates the improvements in placement quality achieved by
our algorithm, and finally, Section 5 concludes the paper.

2 WELL TAP GRAPH FORMULATION
2.1 Preliminaries
We use the telescopic operational transconductance amplifier (OTA)
in Figure 2(a) as a running example in this section. Our approach is
applied to an automatic layout generator that uses library-based
annotation [4, 11] to identify subcircuits known as primitives (using
the terminology of [4]): the identified primitives of the OTA are
labeled in Figure 2(a). For each primitive, a cell generator constructs
candidate DRC-clean layouts with various aspect ratios.

For each generated primitive layout, the generator is modified
to provide variants: tapped, with well taps, and tapless, without
any well tap. A well tap may be vertical or horizontal or both,
and different devices in the same circuit may have different tap
orientations and have multiple taps. Figure 2(b) and (c) illustrates
two variants for the differential pair (M3, M4) in Figure 2(a). Each
tapped cell has an active and tap region, as shown in the figure.
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Figure 2: (a) Telescopic OTA without a bias circuit; (b) and (c)
NMOS differential pair (M3,M4) layouts.
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Figure 3: (a) Layout of telescopic OTA in Figure 2(a). (b) Its
equivalent well tap graph. (c) The optimal tap vertices.

A well tap for well layer𝑤 has a radius of influence, R𝑤 , defined
in the PDK. The bulk impedance between the tap and any active
device within this distance lies within the foundry-characterized
limit for overcoming latchup. The locus of regions of equal substrate
resistance from a point is a Euclidean circle. Typically,𝑤 ∈ {N , P,
DeepN , Deep P}, representing an N-well, P-well, Deep N-well and
Deep P-well, respectively; each has a different R𝑤 . To ensure that
the depletion region of different device types do not overlap during
operation, well islands of different well types need to be separated
in the layout by a minimum spacing specified in the PDK.

2.2 Graph Construction
We devise a formulation to generate a layout with optimal well
taps and well islands. The input is a placement 𝑃 , specified using
coordinates of all the cells and their orientation, where all cells
are tapped. Our formulation detects and replaces redundant tapped
cells in 𝑃 with their tapless version, and then compacts the layout.

For the core problem of detecting redundant taps, we construct a
undirected well tap graph𝐺 (𝑃) = (𝑉 , 𝐸). The vertex set𝑉 = 𝐴 ∪𝑇 ,
where the vertices in𝐴 and𝑇 represent the set of active or tap cells,
respectively. An active vertex 𝐶𝑎 is connected to a tap vertex 𝐷𝑡 by



an undirected edge if (a) 𝐶𝑎 lies completely within distance R𝑤 of
𝐷𝑡 , and (b) 𝐶𝑎 and 𝐷𝑡 belong to the same well island. The graph 𝐺
is bipartite with 𝐴 and 𝑇 forming the two parts.

Figure 3(a) shows a candidate layout of the telescopic OTA,where
each cell 𝑋 has both active (𝑋𝑤

𝑡 ) and tap (𝑋𝑤
𝑎 ) regions, represented

by darker and lighter red/blue rectangles, respectively. The continu-
ous P-well region comprising the active and tap regions of (M1,M2),
(M3,M4) and (M5,M6) forms a P-well island, while the remaining
devices form an N-well island. The vertical space between the cells
(M5,M6) and (M7,M8) is required to honor the spacing requirement
between the N-well and P-well islands.

The halo region around the tap for (M3,M4), shown by the gray
region, completely envelopes the active regions of cells (M1,M2),
(M3,M4) and (M5,M6); therefore, it is a valid tap for these cells.
Although the halo overlaps the PMOS devices (M7,M8), it is not a
valid tap for these as they lie in a different well. Figure 3(b) shows
the corresponding well tap graph 𝐺 with the edges between active
and tap vertices. Here, (M3,M4)P𝑡 has edges with each of (M1,M2)P𝑎 ,
(M3,M4)P𝑎 and (M5,M6)P𝑎 , the NMOS devices that lie within its
halo. The number of strongly connected components of the graph
𝐺 correspond to the number of wells: here, the two components
correspond to the N-well vertices (shown in shades of blue) and
P-well vertices (shown in shades of red).

2.3 Stochastic placement engine
Mainstream analog placers are based on stochastic placement en-
gines such as simulated annealing [1, 3, 7, 9, 12], where at a succes-
sion of temperatures, a set of random perturbations are performed;
cost-reducing moves are accepted and cost-increasing moves are
conditionally accepted, with a probability that decreases with tem-
perature. We will augment this procedure to perform well island
generation and well tap selection for each candidate placement.

Our formulation is based on a small integer linear program (ILP),
which practically does not significantly increase the total runtime
of layout synthesis. We explore the space of block arrangement
corresponding to sequence pairs [12], and each perturbation alters
the current sequence pair as in [9]. At each step, the optimizer
evaluates the objective function and ensures the satisfaction of
constraints. We will modify the optimization procedure to incorpo-
rate well island definition and well tap insertion, so that the cost
function can be evaluated incrementally after each perturbation.

3 DETAILS OF THE ALGORITHM
We now describe the key steps of the algorithm. For any candidate
placement 𝑃 evaluated by the stochastic placement engine, we first
define a set of well islands, mapping the problem to that of planar
routing. Next, we determine the optimal choice of well taps for 𝑃
based on an ILP formulation and determine the cost function for
the layout for the placement engine. At the end of the stochastic
optimization, we describe how the ILP solution is translated into a
set of well islands for the optimal placement. We also describe the
extension of the approach to a hierarchical placement methodology.

3.1 Well Island Definition
Based on the graph defined above, we first identify groups of active
and tap cells that can share a well island. Each such well island
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Figure 5: L-shaped route between two vertices of same well
layer: (a) no line-of-sight (b) fully obstructed line-of-sight.
must have at least one tap cell. Therefore, for each tap cell, we
first identify the candidate active devices that can share its well
island. A set of active cells can belong to the same well island as
a tap cell if they are either placed adjacent to the tap cell, or can
be connected to the tap cell in the layout with a rectilinear well
layer shape. This connection is analogous to routing a net, whose
pins are the active and tap cells, on a single layer (corresponding
to the substrate). The active and tap cells of different well types
thus become obstacles while routing this net. This has similarities
to the problem of multipin single-layer routing, which is an NP-
complete problem [8], of N-well and P-well pins. However, this
problem is more complex, because it must also partition the set of
N-well and P-well pins to optimize the overheads of well formation,
as illustrated in Figure 1(d).

To make the problem tractable, we solve a simpler problem of
connecting two-pin connections between tap cells and active cells
of the same well layer. We consider two types of routes:
• Straight-line routes: Two cells (pins) of the same well type can
be connected using a rectangle-shaped route if they are in either
vertical or horizontal line-of-sight and they are unobstructed or
partially obstructed by a different well layer obstacle. Figure 4(a)
and (b) illustrate the unobstructed and partially obstructed sce-
narios with cells 𝐴𝑡 and 𝐵𝑎 of well type N and a cell 𝐶𝑎 of of
well type P acting as an obstacle. The hatched rectangle shape
in each of the figures represents the straight-line route.

• L-shaped routes: If two cells (pins) have no vertical or horizontal
line-of-sight, or if the line-of-sight is fully obstructed by an obsta-
cle, then the vertices could be connected using L-shaped routes.
Figure 5(a) and (b) illustrate L-shaped routes for the no-line-of-
sight and fully-obstructed-line-of-sight cases, respectively.

The straight-line and L-shape routes are found using straightfor-
ward geometric operations, based on the coordinates of the cells
to be connected by the route, and those of intermediate obstacles.
Details are omitted due to space limitations.

Two routes (well islands) of same well type can overlap to cre-
ate a larger island. The well separation makes it illegal for two
well islands of different well types to be within a minimum well-
separation of 𝑑𝑤 . Two well islands that have a separation less than
𝑑𝑤 represent an illegal short between the corresponding two nets.
A legal island configuration is a collection of islands that have no
illegal shorts between any two well islands. To obey design rules,
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the pins of the nets and the routes for dissimilar well types must
be spaced apart by 𝑑𝑤 . Therefore, once the straight-line/L-shaped
connections are identified, we process the placement 𝑃 for a candi-
date sequence pair by adding the well separation constraint into
the compaction procedure (embedded within the sequence pair
computation [9, 12]) to ensure legality. This allows us to guarantee,
in later steps, when we choose a subset of tap cells and routes, that
the final placement remains legal after compacting the layout to
remove white space corresponding to unselected tap cells/routes.

As an example of illegal island formation, consider the configura-
tion in Figure 6(a) with eight pins, {𝐴P

𝑎 , 𝐵P
𝑎 ,𝐶N

𝑡 , 𝐷N
𝑎 , 𝐸P

𝑡 , 𝐹N𝑎 ,𝐺N
𝑎 ,

𝐻N
𝑡 }, three of which are tap cells. The pins are connected by a set

of nets connected corresponding to the straight-line and L-shaped
routes between active cells and tap cells {𝑙P = (𝐴P

𝑎 , 𝐸P
𝑡 ), 𝑚P =

(𝐵P
𝑎 , 𝐸P

𝑡 ), 𝑛N = (𝐷N
𝑎 ,𝐶N

𝑡 ), 𝑜N = (𝐹N𝑎 ,𝐶N
𝑡 ), 𝑝N = (𝐺N

𝑎 ,𝐶N
𝑡 ),

𝑞N = (𝐹N𝑎 , 𝐻N
𝑡 )}, 𝑟N = (𝐺N

𝑎 , 𝐻N
𝑡 )}. The figure shows that this con-

figuration is illegal due to shorts between the net pairs (𝑙P , 𝑜N),
(𝑙P , 𝑝N), (𝑚P , 𝑜N) and (𝑚P , 𝑝N). Note that the overlapping net
pair (𝑝N , 𝑞N) is not a short as both nets are of the same well type.

To minimize the number of well islands while ensuring legality, a
maximal number of nets must be routed without shorts. This is the
maximal planar topological routing problem for two-pin nets [8, 10],
which can be solved optimally with the following three steps:
Step 1: Jordan curve representation: A Jordan curve is a closed non-
self-intersecting curve in a plane that divides the plane into two
regions: the interior and the exterior. In our formulation, the Jor-
dan curve is the smallest bounding box enclosing all pins under
consideration. The interior (exterior) of the bounding box corre-
sponds to the interior (exterior) of the Jordan curve. All the pins
that intersect the bounding box are placed as pins on the curve
either in a clockwise or counter-clockwise fashion. Any pin that
does not intersect the bounding box can be placed on the curve
using linear-time transformations shown in [10].

For brevity, we demonstrate the technique using just the vertices
that intersect the bounding box. Figure 6(c) shows a Jordan curve
(circle) equivalent of the layout in Figure 6(a). The Jordan curves
represents the perimeter of the smallest bounding box enclosing
the vertices, and the pins on the perimeter are placed clockwise.
The chords 𝑙P ,𝑚P , 𝑛N , 𝑜N , 𝑝N , 𝑞N , and 𝑟N represent the nets with

straight-line and L-shaped routes. When two chords of different
well types intersect in the circle graph, we have a short.
Step 2: Circle graph construction: A circle graph 𝐶𝐺 = (𝑉𝑐 , 𝐸𝑐 ) is
constructed for the Jordan curve, where 𝑉𝑐 is the set of all the
chords in the Jordan curve, and the edges in 𝐸𝑐 represent the illegal
shorts. Hence, two vertices in 𝑉𝑐 are connected by an edge if the
corresponding chords are of different well types and they intersect
in the Jordan curve. Figure 6(d) shows the circle graph correspond-
ing to the Jordan curve in Figure 6(c). The chords in Figure 6(d)
correspond to the nets. The circle graph has edges between nodes
that correspond to the intersections of chords (nets) 𝑙P and𝑚P
with chords 𝑜N and 𝑝N , which are shorted in Figure 6(c).1
Step 3: Supowit’s algorithm [14] finds the maximum independent
set (MIS) of circle graph 𝐶𝐺 , where MIS is the largest subset of 𝑉𝑐
such that no two vertices in the subset are connected by an edge.
The MIS of 𝐶𝐺 represents the maximum number of nets without
shorts. Supowit’s algorithm uses the fact that the MIS of a subgraph
remains the same or increases by one element on addition of a
new vertex to a subgraph. This fact is used to construct a dynamic
programming approach that exhaustively searches through all pos-
sible subgraphs in O(|𝑉𝑐 |2) time, where |𝑉𝑐 | is the cardinality of 𝑉𝑐 .
Figure 6(e) shows the maximum number of non-overlapping edges
found using Supowit’s algorithm on the circle graph in Figure 6(d).

After these three steps, we identify the minimal number of well
islands: cells that are connected by a chord belong to the same is-
land. In this example, the islands are {𝐹N𝑎 ,𝐺N

𝑡 , 𝐻N
𝑎 }, {𝐴P

𝑎 , 𝐵P
𝑎 , 𝐸P

𝑡 },
and {𝐶N

𝑡 , 𝐷N
𝑎 }. Figure 6(b) shows the layout without shorts corre-

sponding to the chords shown in Figure 6(e).

3.2 Well Tap Optimization
3.2.1 Preliminary Problem Formulation. Given the well tap graph
𝐺 (𝑃) for a placement 𝑃 , a tap vertex is said to cover an active
vertex if there exists an edge between the two vertices. The task
of well tap optimization is to find an optimal set 𝑆 that covers all
the active nodes and retain them. One simplistic definition of the
optimal 𝑆 is the set with least cardinality that covers all the active
vertices. If a well tap node 𝑡 ∈ 𝑆 ′ = 𝑇 \𝑆 , it implies that all the active
nodes that are covered by 𝑡 are covered by one or more vertices in
𝑆 . This indicates that the well taps corresponding to the vertices
in 𝑆 ′ are redundant and can be removed from the layout, i.e., the
associated tapped cell is made tapless. Since 𝑆 has the smallest
cardinality, removing well taps in 𝑆 ′ would superficially appear to
yield an optimal layout. However, this optimization involves further
subtleties, and as we will show below, removing all elements in 𝑆 ′
does not necessarily provide an optimal layout.

3.2.2 Area and HPWL. To recognize the sources of suboptimal-
ity arising from using 𝑆 with least cardinality, we first need to
understand the cost function used in analog layout synthesis. Typ-
ical analog placers [1, 7, 9, 12, 15] generate an optimal layout by
minimizing the following cost function 𝐹 for placement 𝑃 :

𝐹 (𝑃) = 𝜆1 · 𝑓1 (𝐴 (𝑃)) + 𝜆2 · 𝑓2 (𝐿 (𝑃)) (1)
where 𝐴(𝑃), the area of 𝑃 , is the area of the smallest bounding
box of all cells; 𝐿(𝑃) is the sum of the half-perimeter wire-lengths
1Note that this circle graph is different from thewell tap graph defined in Section 2.2
and is used to find minimum number of legal well islands.
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Figure 7: Removal of well taps vs area/HPWL saving; Shaded
region represents the bounding box used for area calculation;
Dashed lines represent bounding boxes of nets 𝑛𝑒𝑡1 and 𝑛𝑒𝑡2
used for HPWL calculation.

(HPWLs) of all the nets in the design; 𝜆𝑖 are the weights that indicate
the relative importance of area and wire-length; and 𝑓𝑖 are the
normalization functions that map 𝐴(𝑃) and 𝐿(𝑃) to the range [0,1].

To show that the set 𝑆 does not necessarily translate to maximal
area and HPWL savings, which are the primary metrics used in (1),
we consider the layout in Figure 7 with three blocks, 𝐴, 𝐵, and 𝐶 .
The figure shows the bounding boxes of 𝑛𝑒𝑡1 connecting 𝐴 and 𝐶
and 𝑛𝑒𝑡2 connecting 𝐵 and 𝐶 . Figure 7(a) shows the a layout where
all blocks have well taps. If the radius R𝑤 dictates that only one of
these blocks is required to retain the well tap, then 𝑆 could either
be {𝐴𝑡 }, {𝐵𝑡 } or {𝐶𝑡 }. Figures 7(b), (c), and (d) show the compacted
layout obtained on retaining each of candidate sets 𝑆 . The area
𝐴(𝑃) of the layout is the same in Figures 7 (b), (c), and (d), but the
HPWL improvement depends on the choice of 𝑆 . It can be seen
that the improvement in HPWL of net 𝑛𝑒𝑡1 and 𝑛𝑒𝑡2 for 𝑆 = {𝐶𝑡 }
(Figure 7(d)) is better than the other two cases. When 𝐴𝑡 or 𝐵𝑡 is
retained, the HPWL of one net reduces while that of the other is
unaltered, but when𝐶𝑡 is retained, the HPWL of both 𝑛𝑒𝑡1 and 𝑛𝑒𝑡2
is reduced. Thus, the impact of removal of well tap nodes on the
area and HPWL must be considered to find an optimal 𝑆 .

Figures 7(b)–(d) also illustrate the factors to consider while cal-
culating the area impact of tap node removal. The void strip created
by removing 𝐶𝑡 from Figure 7(a) corresponds to the area saved
in Figures 7(b) and (c); the void strip created when 𝐴𝑡 and 𝐵𝑡 are
removed together represents the area saved in Figure 7(d). Thus,
we save area if the removed taps align to create a void strip.

HPWL saving is possible when a tap node that is to be removed
intersects the bounding box of a net and slices the box into two
rectangles. For example, 𝐴𝑡 intersects the bounding box of 𝑛𝑒𝑡1 in
Figure 7(a) and bisects it into two rectangles, one each lying in 𝐴𝑎

and𝐶𝑎 . The removal of𝐴𝑡 thus leads to reduction of HPWL of 𝑛𝑒𝑡1,
as seen in Figure 7(b). Such an analysis is used to estimate the area
and HPWL impact of removing well tap nodes.

3.2.3 Symmetry. A primary constraint used in analog circuit lay-
outs is symmetry between blocks whose performance needs to be
matched. Self-symmetry specifies line(s) of symmetry for a block
such that its subhierarchies must be symmetric about the line(s).
Symmetry pairs define pairs of blocks (typically of the same size)
that must be placed symmetrically about a line of symmetry. A
symmetry group is a collection of self symmetry and symmetry
pair constraints that share a common axis of symmetry.

Figure 8(a) shows an example layout satisfying a symmetry group
with a vertical axis of symmetry, with a symmetry pair {𝐴, 𝐵} and
self-symmetry for 𝐶 . Upon removal of the tap 𝐵𝑡 of cell 𝐵, 𝐴 and 𝐵
are no longer symmetrical as seen in Figure 8(b). The asymmetry
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Figure 8: Symmetry constraint honoring layout in (a); sym-
metry violation in (b) upon tap removal; self-symmetry con-
straint violation in (c).
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Figure 9: Centered well taps in (b) are preferred over (a).

arises from removal of tap from one of the vertices in a symmetry
pair. This implies that the two blocks belonging to a symmetry pair
need to simultaneously reject or retain the well taps in the layout.

For a self symmetric block, the tap vertex is forced to be symmet-
ric in the input placement by forcing the placer to use the variant
of the block with a horizontal (vertical) tap for a vertical (hori-
zontal) axis of symmetry. This ensures that that the scenario in
Figure 8(c) does not occur. Thus, tap assignment must simply ensure
that symmetry pair constraints are honored by retaining/removing
the corresponding well taps simultaneously.

3.2.4 Centering. AMS designers prefer placing the well taps ap-
proximately equidistant from all the devices covered by the tap so
that the largest bulk impedance to any of the devices is minimized,
making the tap maximally effective for all cells. Figure 9(a) and (b)
show two different valid well tap locations that satisfy the radius
constraint: between these two variants, Figure 9(b) is preferred
since the largest distance from the well tap to any block is lower.

3.2.5 Refined Formulation. From the observations in Sections 3.2.2–
3.2.4, we develop a new formulation for the optimal set 𝑆 of well
tap vertices that incorporates area and HPWL saving, symmetry
constraints and tap centering.We use an integer linear program that
maximizes a weighted sum objective to identify 𝑆 . The objective
function of this ILP optimizes the area savings, HPWL savings, and
tap centering, while the constraints enforce symmetry and ensure
that all transistors are covered by a well tap.

If 𝑥𝑖 ∈ {0, 1} is the indicator variable corresponding to the pres-
ence of a tap node 𝑖 ∈ 𝑇 in 𝑆 , the objective and constraints are:
(1) Well tap coverage: Every active vertex in the graph 𝐺 must be
adjacent to at least one vertex in 𝑆 to ensure that it has a well tap
within distance R𝑤 . For each edge 𝑒𝑖, 𝑗 ∈ 𝐸 between an active cell 𝑖
and tap cell 𝑗 , this is formulated as the ILP constraint:∑

∀(𝑒𝑖,𝑗 ) ∈𝐸 𝑥𝑖 ≥ 1 (2)

(2) Area and HPWL cost: The ILP formulation begins with a config-
uration where all cells have well taps and then determines the set
of tap vertices to be removed. We can save area by only removing
vertices that align in the layout horizontally or vertically, such that
their removal creates a void strip. Let 𝑄 be the set of sets of all tap



vertices whose well taps align, such that they create a void strip
when removed: in Figure 7(a), 𝑄 = {{𝐴𝑡 , 𝐵𝑡 }, {𝐶𝑡 }}. Let ℎ𝑘 and𝑤𝑘
represent the height and width of a void strip formed by removal
of 𝑞𝑘 ∈ 𝑄 . If two different well type islands, one each on top and
bottom (left and right) of a horizontal (vertical) void strip have a
separation 𝑠𝑒𝑝 < ℎ𝑘 + 𝑑𝑤 (𝑠𝑒𝑝 < 𝑤𝑘 + 𝑑𝑤 ), then the removal of the
void strip entirely would violate the well-separation requirement.
To honor the well-separation and save the area, instead of removing
the entire horizontal or vertical void strip a slice can be removed
from the strip, whose dimensions (𝑤𝑠𝑘 , ℎ𝑠𝑘 ) are given by:

{𝑤𝑠𝑘 , ℎ𝑠𝑘 } =
{
{𝑤𝑘 ,min (ℎ𝑘 , ℎ𝑘 + 𝑑𝑤 − 𝑠𝑒𝑝)} horizontal void
{min (𝑤𝑘 ,𝑤𝑘 + 𝑑𝑤 − 𝑠𝑒𝑝) ℎ𝑘 } , vertical void

(3)

The area saved by removing all tap vertices in set 𝑞𝑘 , Δ𝐴𝑟𝑒𝑎𝑘 =

𝑤𝑠𝑘 × ℎ𝑠𝑘 . We use a single variable 𝑥𝑞𝑘 to represent all tap cells in
set 𝑞𝑘 , so that they are all retained or removed together.

If the HPWL bounding boxes of 𝑁𝑖 nets are sliced by tap node
𝑖 ∈ 𝑞𝑘 , the HPWL savings, Δ𝐿𝑘 , by removing all the taps in 𝑞𝑘 are:

Δ𝐿𝑘 =

(∑
𝑖∈𝑞𝑘 𝑁𝑖

)
×
{
𝑤𝑠𝑘 , vertical void
ℎ𝑠𝑘 , horizontal void

(4)

The total area and HPWL saving upon removing all the vertices in
𝑞𝑘 ∈ 𝑄 can be expressed as:

𝑥𝑞𝑘 × (
𝜆1Δ𝐴𝑟𝑒𝑎𝑘 + 𝜆2Δ𝐿𝑘

)
(5)

where 𝜆1 (𝜆2) is the importance of reducing area (HPWL), as in (1).
(3) Symmetry: If 𝑖 and 𝑗 are two tap vertices are two cells in a sym-
metry pair, then both tap nodes must be simultaneously retained
or rejected by using the same ILP variable 𝑥𝑖 for both tap cells.
(4) Centering: The cover set 𝐶𝑖 of tap vertex 𝑖 is the set of all active
nodes that are adjacent to 𝑖 in 𝐺 . The range of the cover set, 𝑟𝑖 , is
the the maximum Euclidean distance between 𝑖 and its cover set.
We augment the cost function to minimize 𝑟𝑖 to incentivize the
retention of tap vertices that are near the center of each cover set.

Combining all of the above, we formulate the following ILP:

argmax
𝑥𝑖

∑︁
𝑞𝑘 ∈𝑄

𝑥𝑞𝑘
(
𝜆1Δ𝐴𝑟𝑒𝑎𝑘 + 𝜆2Δ𝐿𝑘

) −∑︁
𝑖∈𝑇

𝜆3𝑥𝑖𝑟𝑖 (6)

such that
∑︁

∀(𝑒𝑖,𝑗 ) ∈𝐸
𝑥𝑖 ≥ 1,

����∀𝑗 ∈ 𝐴

𝑥𝑖 ∈ {0, 1}, ∀𝑖 ∈ 𝑇

𝑆 = {𝑖 |𝑥𝑖 = 1, 𝑖 ∈ 𝑇 } (7)

where 𝜆3 indicates the relative importance of tap centering. We
obtain the set of retained well tap nodes from (7).

3.2.6 Computational Complexity. Our core ILP formulation, with-
out pruning variables (e.g., using symmetry or void strip consid-
erations) can be mapped to the minimum weight dominating set
(MWDS) problem on a bipartite graph, an NP-complete problem [6].

Specifically, a set of vertices 𝐷 ⊆ 𝑉 is a dominating set of 𝐺 if
every vertex in 𝑉 is either in 𝐷 or adjacent to one or more vertices
in 𝐷 . If every vertex 𝑖 ∈ 𝑉 is associated with a weight wi, then
the minimum weight dominating set (MWDS) is a dominating set
with smallest sum of weights. For example, for the layout of the
telescopic OTA in Figure 3(a), there are no symmetry or void strip
constraints, 𝑆 becomes a MWDS of 𝐺 with the constraint that 𝑆 is
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Figure 10: Routes being preserved after removal of redundant
tap vertices; Optimal well taps 𝑆 = {𝐴𝑡 ,𝐶𝑡 }.
a subset of the set of tap cells, 𝑇 , instead of the entire vertex set, 𝑉 .
The weight of vertex 𝑖 ∈ 𝑇 , w𝑖 for this MWDS problem is:

w𝑖 = (𝜆1Δ𝐴𝑟𝑒𝑎𝑖 + 𝜆2Δ𝐿𝑖 − 𝜆3𝑟𝑖 ) (8)
Since MWDS is NP-complete, the complexity of its best-known
optimal solution is exponential in |𝑉 |. We require 𝑆 ⊆ 𝑇 instead of
𝑆 ⊆ 𝑉 , but this merely reduces the complexity to be exponential in
|𝑇 | instead of |𝑉 |. In practice, several factors ensure that the |𝑇 | is
not large, making the problem tractable: (1) void strip alignment
constraints and symmetry pair constraints reduce |𝑇 |; (2) the use of
hierarchy (Section 3.4) reduces the problem size at each hierarchi-
cal level. Finally, another mitigating factor is the structure of the
problem: the dense connections in the well tap graph are localized
within the Euclidean radius 𝑅𝑤 of tap cells. This yields a sparse
block-diagonal ILP constraint matrix. Typical ILP solution methods
(e.g., branch-and-cut) solve an LP relaxation of the problem, and
benefit from the sparsity and structure of this matrix.

3.3 Well Island and Well Tap Layout
The goal of solving the ILP (6) is to identify well islands and well
tap locations, so that the cost function for candidate placement 𝑃
in the stochastic placement engine corresponds to a legal solution.
At this stage, we arrive at a placement that can retain only the tap
vertices in 𝑆 , form legal well islands. We shift the locations of blocks
in the placement to recover the area associated with unused tap
cells, ensuring that well spacing requirements are met. If a tap cell
of height ℎ is deleted, its area is reclaimed by the layout by moving
blocks above it downwards by distance ℎ. A similar operation is
used to move blocks to the left when a horizontal tap cell is deleted.
The area and HPWL of the layout is estimated after this operation.

This analysis is sufficient to determine the cost function for the
placer during an intermediate iteration, and it is not necessary to
translate this solution to a layout until the very end, as a post-
processing step after the optimal sequence pair configuration is
selected. At this stage, the tap and active vertices must be con-
nected to ensure all the required well islands are generated. The
edges between vertices were guaranteed to be routable during the
construction of 𝐺 as described in Section 3.1. By construction, the
reduction of redundant taps, which creates void strips that traverse
the block, will ensure that the the updated layout remains routable.
This is illustrated in Figure 10(a) with three tapped cells𝐴–𝐶 , where
the optimal set 𝑆 = {𝐴𝑡 ,𝐶𝑡 } and 𝐵𝑡 can be removed. Figure 10(b)
shows the updated layout after removing 𝐵𝑡 . In both figures, the
hatched L-shaped region connecting 𝐶𝑡 and 𝐵𝑎 is routable, and the
route is shortened after removing the redundant tap cell.

3.4 Hierarchical Placement
AMS designs are typically placed hierarchically, because design
blocks tend to have a small number of components that can be
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Figure 11: Suboptimality in hierarchical placement; 𝐻2 hier-
archy has two instances of 𝐻1 one above another.

logically grouped. Hierarchical placement can be visualized as a
tree like structure, where each node represents a level of hierarchy
and the children of the node are the blocks to be placed at that
hierarchy level. The VCO in (Figure 1(b)), has blocks 𝑠1–𝑠4 at the
first level of hierarchy, and inverter stages at the next level.

In fact, the use of hierarchy in placement is beneficial for the
ILP formulation in (6), since a smaller problem is solved at every
hierarchy. In practice, we impose a time limit for the solution of the
ILP to avoid long runtimes, and the ILP solution may not be optimal:
reducing the problem size increases the likelihood of obtaining an
optimal layout at each level. Placement at any hierarchical level is
unaware of the global structure, and the locally optimum solution
at some level of hierarchy may not be globally optimum for the
overall layout. The well tap formulation inherits this problem for
hierarchical placement: well taps that are optimal for the current
hierarchy level may be suboptimal for the global layout.

We illustrate two scenarios in Figure 11 using a layout that has
two levels of hierarchy:𝐻1 and𝐻2, where𝐻1 has six cells (𝐴-𝐹 ) and
𝐻2 has two instances of 𝐻1 that are placed one above another, with
mirror symmetry about the horizontal axis that separates them. In
this case, the tap nodes 𝐸𝑡 in Figure 11(a) can be combined to retain
a single well that covers all the devices in 𝐻2, resulting in overall
savings in the area and potentially HPWL. A second scenario is
shown in Figure 11(b), where no such union is possible. Thus, any
tap nodes that are close to the boundary in a hierarchy may possibly
combine with other tap node or can potentially cover active nodes
in another hierarchy. Using this intuition, we add a distance term
to the cost function in (6) that incentivizes the retention of wells
that are closer to the boundary of a hierarchical block. If 𝑑𝑖 is the
Euclidean distance between node 𝑖 and the boundary, the new ILP
cost function, using another importance factor 𝜆4, is:

max
𝑥𝑖

∑︁
𝑞𝑘 ∈𝑄

(
𝑥𝑞𝑘

(
𝜆1Δ𝐴𝑟𝑒𝑎𝑘 + 𝜆2Δ𝐿𝑖

) ) −∑︁
𝑖∈𝑇

𝑥𝑖 (𝜆3𝑟𝑖 − 𝜆4𝑑𝑖 ) (9)

4 RESULTS
The stochastic placement algorithm, including well island gener-
ation and tap sharing optimization, are implemented in C++ and
compiled using GCC 8.2.0. The ILP solver lp_solve [2] is used to
find the optimal number of taps using the formulation in (7). A time
limit of 1ms is set for the solver to arrive at an optimal solution. The
layouts are generated using a commercial 12nm PDK on a Linux
server with Intel Xeon(R) 2.20GHz Silver 4114 processors with
160GB memory. The tools Cadence Spectre, Calibre nmLVS and
Calibre xACT are used for circuit simulation, layout vs schematic
checking and parasitic extraction of the layouts respectively.
Comparisons We compare our approach, which generates well
islands and optimal well-taps during placement, against:

(a) Approach (A) (b) Proposed approach
Figure 12: Comparison of layouts of differential ring oscilla-
tor based VCO generated using various approaches.

(a) Approach (A) (b) Approach (B) (c) Proposed
(d) Two stage

differential OTA

Figure 13: (a)–(c) Comparator layouts from various ap-
proaches. (d) Non-rectangular islands built by our approach.

Approach (A), which generates layouts using a layout generator
based on [4], with built in well taps for each cell in the layout. These
layouts honor R𝑤 constraints by treating each cell as an island with
its own tap and do not need a separate well island generation step.
Approach (B), which uses the placer [4] to generate layouts without
any well taps, and then, for that specific placement, manually gener-
ates optimal well islands (minimum number of islands with optimal
HPWL and area) and inserts well taps. This is the best achievable
result from an approach (e.g., WellGAN [17]) that generates well
islands and insert well taps after optimal well-oblivious placement.

From Table 1, the area and HPWL for our method are much
better than Approach (A), and sometimes noticeably superior to the
manual Approach (B). Post-layout performance metrics (Table 2)
from our method are generally superior to Approaches (A) and
(B). For all tested layouts, the ILP solver is able to find an optimal
solution in every iteration of the placement within the 1ms limit.

Figure 12 compares the layout of the differential ring oscillator
based VCO in Figure1(b), generated using Approach (A) and our
proposed approach. Approach (B) generates a similar layout as
Approach (A), and it is not separately shown here. We achieve 23%
lower area and 11% lower HPWL than Approaches (A) and (B). This
translates to a 49% improvement in the maximum frequency of the
VCO. The maximum frequency depends on the parasitics between
the transistors, which are reduced in our approach. The placement
from Approach (A) and (B) results in a suboptimal layout (as in the
figure at left in Figure 1(c),(d)) since it does not consider the impact
of well islands, their separation and tap location during placement.
Both layouts have optimal power routing, and it is the improved
signal routing that is the cause of performance enhancement.



Table 1: Comparisons of Area and HPWL against Approaches (A) and (B); ΔArea, ΔHPWL are the area and HPWL savings,
respectively; ΔTPlacer and ΔTTotal are the runtime overhead in the placer and in the overall layout generation flow, respectively.

Circuit Approach (A) Approach (B) Proposed ΔArea ΔHPWL ΔTplacer ΔTtotal
Area (𝜇𝑚2) HPWL (𝜇𝑚) T𝑝𝑙𝑎𝑐𝑒𝑟 (s) T𝑡𝑜𝑡𝑎𝑙 (s) Area (𝜇𝑚2) HPWL (𝜇𝑚) Area (𝜇𝑚2) HPWL (𝜇𝑚) T𝑝𝑙𝑎𝑐𝑒𝑟 (s) T𝑡𝑜𝑡𝑎𝑙 (s) vs. (A) vs. (B) vs. (A) vs. (B) vs. (A), (B) vs. (A), (B)

Eight-stage VCO 195.08 104.42 44 65 160.25 94.70 160.25 94.70 57 72 17.9%, 0.0% 9.3%, 0.0% 29% 11%
Differential ring oscillator based VCO 393.45 167.95 90 141 393.45 167.95 301.00 149.35 137 173 23.5% 23.5% 11.1% 11.1% 52% 23%
Comparator 171.91 103.17 21 52 121.62 83.76 116.21 74.18 22 43 32.4% 4.4% 28.1% 11.0% 4% -17%
High speed comparator 224.89 101.58 74 120 184.73 93.90 184.73 93.90 99 121 17.9% 0.0% 7.6% 0.0% 34% 1%
Five transistor high frequency OTA 79.23 58.46 11 18 71.56 52.26 71.56 52.26 15 21 28.3% 0.0% 10.6% 0.0% 38% 20%
Cascode current mirror OTA 171.86 85.35 27 40 145.78 81.69 141.89 77.94 35 46 17.4% 2.7% 8.7% 4.6% 28% 17%
Folded cascode OTA 59.61 42.38 57 90 49.67 37.58 49.67 37.58 87 109 20.0% 0.0% 11.3% 0.0% 52% 21%
Two stage differential OTA 284.33 134.20 35 51 255.24 121.43 255.24 123.98 46 62 10.2% 0.0% 7.6% -2.1% 30% 21%
LDO error amplifier 169.25 154.89 31 40 145.15 150.18 145.15 150.18 42 51 14.2% 0.0% 3.0% 0.0% 35% 29%

Figures 13(a)–(c) compare our layout for a comparator against
Approaches (A) and (B). We save 32% area and 28% HPWL over
Approach (A). Relative to the manual Approach (B), we achieve
slightly lower area and an 11% HPWL improvement, primarily in
power routing. This HPWL reduction reduces routing congestion
and leads to a small performance improvements.

The layout for a two stage differential OTA in Figure 13(d) illus-
trates more complex well structures built using our approach. This
layout has straight-lined well “routes” (left N-well island), L-shaped
“routes” (right N-well island; P-well island). Symmetry constraints
are maintained, e.g., when P-taps of symmetric devices (1), (2) are
removed and their wells are merged with the larger P-well island.

Table 1 compares the improvement in area and HPWL achieved
using our proposed approach. The results are demonstrated for var-
ious classes of analog and mixed signal designs: VCO, comparator,
OTA and error amplifier. The ΔArea and ΔHPWL column show
the difference in area and HPWL with respect to the approaches
(A) and (B). The area and HPWL savings using the proposed ap-
proach are apparent from the columns ΔArea and ΔHPWL of this
table. The ILP formulation takes each candidate placement and
incurs a runtime overhead in solving it to find the optimal well taps.
The table shows both the absolute placer runtime, TPlacer, and the
percentage difference, ΔTPlacer, between the placer runtime of our
approach and Approach (A). The placer runtimes for Approaches
(A) and (B) are similar. While our method involves a small increase
in the runtime, the end result is a legal placement with well island
formation, and well taps that obey the R𝑤 tap constraints. The gain
in area and HPWL over the baseline justify the increased runtime.

Whenwe compare the total runtime, Ttotal, of the physical design
flow, including routing (shown in Table 1), the percentage change
in runtime, ΔTtotal with respect to Approach (A) is more modest.
In fact, the removal of the redundant well taps aids in reducing the
obstacles for the routing and can actually improve the runtime for
routing: for cases like comparator, this causes a net reduction in the
total runtime. The overall runtime of Approach (B) is significantly
larger (hours vs. minutes) due to the manual effort involved.

5 CONCLUSION
A graph-based automated well island generation and well tap in-
sertion algorithm for AMS circuits is proposed. This algorithm
estimates the true cost of a layout during placement to achieve an
optimal solution. Comparisons between the proposed algorithm
and existing approaches using post-layout simulation of various
classes of AMS circuits demonstrate the efficacy of this approach.
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