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Abstract— With aggressive reductions in feature sizes and the
integration of multiple functionalities on the same die, bdtlenecks
due to I/O pin limitations have become a severe issue in today
VLSI designs, especially for 3D IC technologies. To allevta the pin
limitation problem, a stacked-Vdd circuit paradigm has recently
been proposed in the literature. However, for a circuit desjned
using this paradigm, a significant amount of power may be wasd
if modules are not carefully assigned to different Vdd domans. In
this paper, we present a partition-based algorithm for effigently
assigning modules at the floorplanning level, so as to reus@rents
between Vdd domains and minimize the power wasted during the
operation of the circuit. Experimental results on both 3D ard
2D ICs show that compared with assigning modules to differen
Vdd domains using enumeration and simulated annealing, our
algorithm can generate circuits with competitive power andIR noise
performance, while being orders of magnitude faster.

I. MOTIVATION

3D IC technologies provide an effective vehicle for coniimgu
device scaling along the Moore’s law trend by integratingdtiple
tiers of active devices in a single 3D chip [1] [2]. A prim
attraction of this approach is that it provides a path forasrded
scaling that is orthogonal to the device scaling. Howevss, iis
certainly not the only advantage. 3D technologies can piaign
reduce interconnect delays on critical wires significaniguce
the overall congestion by permitting shorter routes, amndifate
the isolation of digital parts from analog/RF circuitry,etieby
alleviating the substrate noise problem, and potentidliynéng
heterogeneous integration. For all of these reasons, laerbeen
substantial research in this area in recent years.

On the design side, there are two major challenges assdciate

with 3D ICs that must be overcome before the technology idyre

for prime time. The first of these is related to the power tisat i

dissipated within the 3D structure, which results in theegation
of heat, and unless this heat is quickly transported away¢o

A second problem, which has seen substantially less rdsearc
effort, is related to power delivery. Increasing the amoafndn-
chip circuitry leads to an increased demand in the power that
must be delivered to the chip. Even for 2D ICs, this trend is
evident from data in the International Technology Roadnap f
Semiconductors (ITRS) [11]. Since the total number of I/@spi
in a package is predicted to remain almost unchanged, thar@mo
of current delivered per power pin tends to increase in tiaréu
as the performance of ICs improves. Fig. 1 plots data from the
ITRS, showing the increasing trend of the current that mest b
delivered per power pin, as a function of the year. We reféhito
trend as the 1/O pin limitation problem, and this is the pebl
that is tackled in this paper.

The supply problem is particularly acute because the supply
voltage value scales down with successive technology gener
tions, implying that the tolerance for supply noise (in otiverds,
the noise margin) becomes smaller with each generation. The
higher current per 1/0 pin, going through the parasitics lof t

gpackage and the chip, will lead to higher IR dmﬁ% noise, eating
away at this reduced noise margin.

Trend of Current Delivered Per Power Pin
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heat sink, it can lead to an increase in on-chip temperatures

This, in turn, can lead to leakage-temperature feedbadk&yicat
further raise the temperature, and in the longer term, tabidty

Fig. 1. Trend of current delivered per power pin based on th@ érom the

problems from devices and interconnects that undergosstes ITRs [11].

these elevated temperatures. Fortunately, there has ktasige

work in this area, including the development of methods for o

chip thermal analysis [3] [4] [5] as well as techniques fagrthal
optimization in 3D ICs, for example [6] [7] [8] [9] [10].

This work was supported in part by DARPA under the 3DIC pragra

For 3D ICs, the pin limitation problem has become much more
severe due to the special structure of 3D chips. For impléimgn
the same functionality, a 3D IC gains its advantage in adhigv
higher performance compared with its 2D counterpart by-inte



gration over the third dimension, which consequently reduc\oltage regulators are used to control the voltage leveistefnal
the footprint area of the chip and shortens the length of gjlobsupply rails.

interconnect wires. However, the reduced footprint area 8D An example of a two level stacked-Vdd circuit is shown
IC has also reduced the number of I/O pins accessible to theFig. 3. The advantage of this new circuit structure is that
circuit. In Fig. 2, we show the schematic of a transformaffom when logic blocks are stacked levels high and the current
a 2D IC to ak-tier 3D IC that implements the same functionalityrequirements between logic blocks operating in differemidV
wherek = 3. It can be easily seen that because of the small@omains are balanced, the current flowing through eachreadter
footprint area, the number of 1/0O pins accessible to the 30sIC power grid would be reduced t}{)of the original value, where the
only 1/k of that of the corresponding 2D IC. The net result isvords external power grid refer to a power grid that is comegc
that this compounds the problem of scaling described in Eig.to power pins, i.e.nV g and GN D rails in ann level stacked-
and that each power pin must deliver an even larger amount\afd circuit. Therefore, the noise and electromigrationuéss

current to the 3D chip. would be significantly alleviated.
In principle, this is not surprising: by scaling technolegi
down and adding a third dimension, we compound the number of j . B
transistors on a chip. However, in practice, this leads éoviéry
real and acute problem of developing techniques that caabhgl ﬁ Logic Block
deliver power to a 3D IC under the I/O pin limitation problem. /
In this paper, we develop an automated solution to this prabl Level Shifter v, Voltage
by employing the stacked-Vdd paradigm, to be describedlghor \ Regulator
The solutions developed herein are applicable to both 2D3&nd ‘
ICs, but as seen above, the 1/O pin limitation problem is much ‘D‘ Logic Block
more critical for 3D chips, and for that reason, it is likely t
benefit the 3D paradigm more significantly. 477

Pins Fig. 3. A schematic of a 2-level stacked-Vdd circuit struetu
\\\ [«

T =—F An important consideration in the design of a stacked-Vvdd
L o o o > Active circuit is the current balance between logic blocks opegati
5 o o o > Layer: in different Vdd domains. If the currents are not balancée, t
2D Circuit D/ difference will flow through voltage regulators. This wilbhonly
S lead to unnecessary power wastbut also increase the currents
3D Circuit flowing through the external power grids, and therefore emrs

Fig. 2. The transformation of a 2D IC to a 3-tier 3D IC that iewplents the the IR andL% noise. Fig. 4() shows an example of unbalanced
sa?ﬁe .functionality. The number of pins accessible to the Gmlremed by% Currer.]t flow between modules operating in the two d'ﬁ?reddv
compared with that of the 2D IC because of the much smallepfoa area. domains. It can be seen that a curréhty,, — Iy,,| will be
wasted in the voltage regulator, whefg,,, and Iy,, are the
currents flowing through the two circuit blocks, respedtivéhe
current balance issue has been addressed at the circliinl¢i/8]
II. DESIGN CONSIDERATIONS IN THESTACKED-VDD for architectures that contain parallel structures, wherdata
PARADIGM control circuitry is designed to distribute the work loadrah

The trend of increasing power consumption in high perfolMme SO as to reduce the current imbalance.
mance ICs is irreversible. However, the IR abgri noise in the A more subtle issue associated with assigning circuit dock
power delivery network is not directly determinted by powmrf 0 different Vdd domains is that the current balance must be
by the current delivered to the circuit. If, by some means, tfn@intained locally. The importance of this point can be tjea
current flowing through the power pins and on-chip powergri¢€en in Fig. 4(b). We assume that Block 1 and Block 2 are
can be reduced, the signal integrity problem caused by the vehysically close to each other in the layout, and the same is
limited number of power pins will see significant relief. h2], true for Block 3 and Block 4. However, Block 1 and 2 are far
a high-tension power delivery scheme was proposed to red@¥ay from Block 3 and 4. As a result, the resistaficassociated
circuit paradigm, logic blocks are stacked several levigs land €an not be ignored. Since the nodes markgdand N, are both
power is delivered to the circuit as multiples of the regsiapply Maintained at voltage level;, by regulators, there will be no
\(;0|tg.g§ Vdd' Next, tlhed%egvere(_j h|gh-tﬁnsf|0nh_3t:1pﬁly voltage is 1Because the power wasted in a voltage regulator is propaitio the current

viae mtp Se_vera \4 Or_na'_ns each o _W Ic as a rang_effaflving through it given a constant supply voltage, we wileuke words wasted
Va4, and circuit blocks are distributed to different Vdd dongain power and wasted current interchangeably in this paper.



current flowing through the resistanée If I, = I, andl; = I, In addition, unlike [13], we do not impose the restrictiomatlhe
local current balance is achieved and no power is wastedein tircuit contains parallel processing units. Instead, wkzatthe
voltage regulators. If, on the other hard, > I, Is < I,, but observation that the operations of many modules on a VLS chi
I + I3 = I, + 1, then although the currents are still balancedre correlated, e.g., the modules on a pipelined data pathtte
globally, there will be a current; — I flowing through Regulator be on at the same time.

1 and a currently, — I3 flowing through Regulator 2 because

there is no current flowing through the resistari¢eTherefore, |||. PROBLEM FORMULATION AND MODULE ASSIGNMENT
some amount of power will be wasted in the regulators undsr th ALGORITHM
situation.

There are several ways of trying to map the stacked-vdd
paradigm to 3D ICs. The simplest of these may be to allocate a
single Vdd value to each tier of the 3D IC, and in case éftger
IC, for example, one could usefastacked Vdd paradigm. The
problem with assigning a single Vdd to each tier is relateth&o
current recycling constraints, described in the previcertisn,

2V,
Logic Block —rddi

— - IQVdd

/ L - Joliage which dictate that blocks with similar currents must lie pically
Level Shifter | ,—---;FVL\ ¢ close to each other. This implies that high-current blocli w
\ — be stacked up over each other, which is highly suboptimahfro
— Tvyy \INastedC_urIfem the point of view of thermal issues. Hence, we do not use this
— | b 2Vaa ~ "Vad approach; instead, given fastacked Vdd paradigm, we divide
Logic Block 477 the circuitry in each 3D tier into segments that are allotate

each of thek stacks.

Because the two level stacked-Vdd circuit provides a good
tradeoff between chip performance and engineering corp|éx
will be the focus of this work, and the primary steps of a medul

(@

——— *Vaa  Vad assignment algorithm for 3D ICs could include:
Block 1 Block 3 « We begin with a floorplan for each tier that contains both
lfl l13 regular modules and voltage regulators.
Ny Na o For each tier, we use the power simulation results over a
R set of benchmark programs to characterize the correlation
Block 2 Block 4 . . .
Regulator ] llz ll“ Regulator between modules, which is represented in the form of a
graph.
— T « Using an iterative approach, we perform a max-cut parti-
tioning of each graph obtained in the previous step, which
(b) corresponds to the assignment of modules to the two differ-

ent Vdd domains.

Fig. 4. Power wasted in voltage regulators (a) if the cusaunsumed by the Ag stated earlier, although the design of 3D ICs is the major

logic blocks operating in the two different Vdd domains a balanced, the S ] A .
difference will flow through voltage regulators and preséself as wasted power motivation behind this work and we will refer to 3D ICs fre-

(b) current balance must be maintained locally in order taimally reduce the quently in the paper, the presented algorithm applies gqueal!
power waste. to 2D ICs since it corresponds to the degenerated case wiere t
3D IC has only one tier. The performance of the algorithm will
) ] ) ) be characterized using both 2D and 3D ICs in the experimental
Another important issue that has to be considered in th@desfesults section. In what follows, we will provide the degailf

of a stacked-Vdd circuit is at which level should the cirdoé he fiow shown above, and special emphasis is placed on the
partitioned into different Vdd domains. Note that a leveiftsin partition-based module assignment step.

is required at the output of a logic block if it is used to drive

another logic block operating in a different Vdd domain. dich )

logic block corresponds to a cell at placement level, too ynaf Problem formulation

level shifters will have to be used, which not only leads to a In this section, we focus on a particular tier of a 3D IC and
significant overhead in terms of silicon area, but also imgptiie assume that a 2D floorplan for the tier that include both rgul
performance of the circuit because of the extra delays chlnge modules and voltage regulators is given. The primary olyect
level shifters. In this paper, we address the module assghmis to assign modules to different Vdd domains so as to achieve
problem at the floorplanning level where the number of magluléhe maximal current balance. The module assignment problem
is usually not very large. Therefore, the performance digffan for a two level stacked-Vdd circuit is formulated as follows

and the area waste caused by level shifters can be largedyedn



Given a floorplan including the location and size of each/, works between thé&/;; and GN D rails and draws a current
module and voltage regulator, the structure of the powdps, andl; > I, then a currentl; — I> will flow through the
grids, a set of current consumption traces of modules obthinvoltage regulator tapped at poifit;. If a module is located at
through simulations over a set of benchmark programs, firtde boundary between multiple regions, elgs in Fig. 5, it will

the assignment of modules to the two different Vdd domaims decomposed into several submodules with one submodule in
so that the total power wasted by voltage regulators is migeth each region it overlaps and with the constraint that all sodiues

must be assigned to the same Vdd domain.
Since the floorplan and the structures of the power grids

are given as the input to the problem, we could run detailed

simulations to obtain the trace of current flowing througlehea M,

of the voltage regulators, and therefore calculate the edast O

power. However, one simulation is required for each candida | O Rz

assignment of modules, and the overall runtime of this sehem Mg

becomes exponential with respect to the number of modules in O R Mo

the layout, which makes it impractical for real design pevbs. /

In what follows, we will show how to estimate the current flogi 7

through each voltage regulator and how to obtain the asgghm Tapping Points of Voltage Regulators

of modules by solving a single graph partitioning problem.
Fig. 5. Partitioning of the tier into disjoint regions eachwehich is controlled
by a voltage regulator.

B. Estimation of the current flowing through a regulator ahe t

formulation of the graph partitioning problem

Note that the tapping points of voltage regulators to theriral L€t us focus on a particular region corresponding to a paetic
power grid, i.e., the connecting points between voltageletgrs voltage regulator. Assume the modules_located in this regre
and theVy, rail, have properties that are similar to those of{1; M2, ..., My, where the current flowing through modulé;
power pins. For well designed regulators, they provide emth@S @ function of time is given by /;(t). Because voltage regu-
stable voltage levels at,. In [14], it was demonstrated that/2tors can only respond to the low to mid frequency companent
each module primarily draws currents from nearby power pird the imbalance currents while the high frequency comptnen
and the same observation can be applied to the tapping pofi§ usually handled by on-chip decaps, we pre-process fu in
of voltage regulators. Assume we havé voltage regulators current traces obtalngd through cycle-accurate poyverlatmus
distributed across the tier. Each regulator is represebyethe (© Smooth out the high frequency components in the current
point it taps into theVy, grid. As shown in Fig. 5, we can S|gnals: The smoothing process is performed by flrst dlgqlhe
divide the tier intoX regions accordingly such that there is ongNtire time sequence of the simulated program into consecut
regulator in each region and thé region contains all the points Segments of clock cycles as shown in Fig. 6, and then for each
on the tier that primarily draw(sink) currents from(to) tfé& segment, taking the average current consumptlon_o_f eachilmod
regulator. The division of the tier into non-overlappingiens | herefore, 7;(¢) should be understood as containing only the
can be achieved through meshing the entire tier area usimga PV 10 mid frequency components of the current flowing thioug
grid and calculating the value of certain metric associawii module ;.
each grid cell to determine which region it belongs to. Thetnn Scoment 1 Scoment s Scoment 3
could be distance based, i.e., each cell belongs to therrelgad - - A
is controlled by the nearest voltage regulator, or it cowdbsed L1 | | L1 |
2k-1 Clock Cycle:

I
1k

on other criterion determined by our understanding of thegro 01 k-
grids and the accuracy requirements. In our implementatie@n \\ / \\ /
choose to use the Euclidean distance as the metric, anddhere Average to Obtain Average to Obtain

the 1st Data Point the 2nd Data Point

the resulting division of the tier corresponds to the Vorono

diagram of the region enclosed by the tier boundary. Howewer Fig. 6. Smoothing the current trace to remove the high frequeomponents.

emphasize that our algorithm is not tied to the Voronoi caagr

because the metric calculating part is an independentiamct

and it can be easily modified to use a different metric. If we associate a 0/1 integer variable with module M;
After the tier is partitioned into disjoint regions, we cassame defined as

that the imbalance current caused by the modules located in a [ 0 if M, operates between thd/;; and Vyq rails

particular region only goes through the regulator in the sam” ~ { 1 if M; operates between thé;,; and GN D rails

region. For example, if module®; and M are the only modules (1)

located in the region corresponding to tapping paity, M; the total current flowing through the voltage regulator ateti,

works between theV,,; and Vy, rails and draws a curreny, which is proportional to the instantaneous power wasteché t



same regulator, will be approximated by calculated by
(1 —x;) Z I;(t)x
=1

(1 — 2xy)

K
w(Vi, Vi) = < S;?f) L(OL(?) (6)

k=1

The intuition behind (6) is that for any pair of modules, ottig
portions that are located in the same region over the tientcou
L toward the calculation of the correlation between them. aher
The objective is to minimize the average wasted curferit). It implication of (6) is that if modules\/; and M/; are completely
is shown in the appendix that this is a NP-hard problem that caeparated into two disjoint regions, the weightV;, V;) will be
realistically, only be solved using heuristics. In our waristead zero, and therefore, the corresponding edge can be removed f
of minimizing Iz (¢), we minimizeIg(¢)?, which can be written the graph. In Fig. 7, we show the resulting graph correspaii
as a tier that contains five modules and is divided into two regio
3 The circles marked?; and R, represent the tapping points of
Tr(l)Z = (ZI (1- 2x1)> voltage regulators to th&j,; rail. Note that there is no edge
connecting node¥, and V5 because modulesd/; and M5 are
- completely separated into two disjoint regions controlgdwo
. individual voltage regulators. Similarly, there is no edggween
- (Z L (t)> — 4 LOLE) (@ + @5 = 2252;) nodesV; andVs. For the modules that overlap with the boundary
3) between the two regions, i.e)/; and My, we assume thad
portion of M; and 3 portion of M, are located in the region
When going from the first to the second step in equation (3), Wentrolled by voltage regulataR;, and correspondingly, — «
used the equality7 = =; whenz; is a 0/1 integer variable. It portion of modulel; and1— 3 portion of modulel, are located
is easy to see from (3) that to minimizg;(¢)* is equivalent to in the region controlled by voltage regulatBs. According to (6),

)

1<j

maximize the weights of edgeél;, V2) and (V;, V;) are calculated by
S=> L)L) (i +z; — 2wx)) (4) w(Vi, Vo) = oy (D) I2(t) @)
q < and
o 0 i @ —a, WV, Vi) = [0B + (1 - )1 - AILOLD  (8)
— ? J
T, + x5 — 2$i$j = { 1 if ] (5) .
if z; # x; respectively.

The intuition behind (4) and (5) is that if module®; and

M; are in different Vdd domains, a positive terf(¢)l;(t)

will appear in summation (4), but not otherwise. Based o8 thi My Ms

observation, the problem of maximizing§ in (4) can be cast Mz

into the following equivalent graph partitioning problem. Or Op, ’ /
M3 My

Given a weighted graph G = (V,E,W) where

the we|ght SeW. :.{w(Vi’ VJ) — Ii(t)lj (t)“/;’ V7 € V}’ find Fig. 7. An example of graph construction. Modulg; in the layout corresponds
a two way partitioning of the graph so that the total cut of thg,",odev; in the graph.
edges crossing the partition is maximized.

Up to this point, we have been considering one of tkie
disjoint regions over the tier and the modules that are cetayl C- Graph partitioning heuristic
located within it. A graph partitioning problem is formutat A two step heuristic is used to partition the node set of the
to assign modules to the two different Vdd domains so as goaph into two subsets so that the total cut is maximizedhén t
minimize the power wasted in the voltage regulator coritrgll first step, we greedily assign nodes to the subsets so asdim @bt
the region. For the entire tier, a similar graph partitigngmoblem reasonably good initial partition. The primary operatiomslved
can be formulated where nodé in the graph corresponds toin this step include sorting the weighted edges in decrgasin
module M; in the layout. The only difference from the problemweight order and examining them consecutively. For eacle edg
formulation shown above is in calculating the weight of eadlnder examination, if none of the two nodes associated with i
edge in the graph. Le$; represent the area of th& module, has been assigned to a partition, we assign them to two efiffer
and denote the overlap area between itfemodules and the partitions. If one of the nodes has been assigned but notttiee, o
k" region over the tier byS;;. The weight of edgeV;,V;) is we assign the other node to the opposite partition. Finiélyoth



nodes have been assigned, we skip the current edge and giroce@he complete F-M like algorithm that is used to iteratively

to the next edge in the sorted edge list. improve the cut size of the partition is listed in Fig. 9.
After the initial node assignment, we use a F-M like algarith
to iteratively improve the partition and increase the caésBince 1) do

the F-M algorithm is a rather mature method, we will not go| 2) nodemoved« false
into the details of every step of our implementation. Indfea 3) Calculate the initial gain of each node;

we will highlight the differences between our algorithm ahe 4)  fori « 1to numberof_nodes

conventional F-M algorithm, and then list our implemerdati 5) Select the free node that has the maximum gain
in the form of a pseudo-code. Readers who are interested in and call itVy,;

the conventional F-M algorithm are referred to [15]. Thetfirs 6) Lock nodeV;;

difference between our algorithm and the conventional F-M 7) Update the gains of the nodes connecteil,{p);

algorithm is that the latter requires the node weights to be 8) end for;
balanced between the two partitions, while in our case, sode 9)  Find the numbe¥s such thatG = Zfilg(Vs(i))

carry no weight and maximizing the total cut size is our only is maximized,;
concern. The second difference between the two algorittms i 10) if G >0
that while the F-M algorithm tries to minimize the cut sizeyo 11) Make theK moves permanent;
algorithm tries to maximize it. Therefore the calculationtloe 12) nodemoved« true;
gain of each move should be modified. 13) Free all locked nodes;
The initial gain of moving a nod&; from its current partition 14) endif
to the opposite partition is given by 15) while( nodemoved ==true );
g(Vi) — Z w(Vi, Vj) _ Z w(Vi, Vj) (9) Fig. 9. lterative improvement of the partition through a Flikeé algorithm.
V;eFP(V;) V,;€TP(Vi)

whereF P(V;) contains all the nodes that are in the same partition
as nodeV; and are connected t&;, and T P(V;) contains all
the nodes that are in the opposite partition to ndgeand are ~ We first show the results of module assignment for a 2D
connected tdV;. For example, in the partition shown in Fig. 8chip. This is not only because our algorithm is equally effec
the initial gain of moving nod& from its current partition to the in both 2D and 3D designs, but also because the handling of

IV. EXPERIMENTAL RESULTS

opposite partition is given by(V2) = w(Vi, Va) — w(Va, Vi) — each individual tier in a 3D design also uses these 2D rositine
w(Va, Vs). After the effectiveness of the algorithm on 2D designs are
demonstrated, we will present the experimental results Bn 3
Original designs.
New Cut Cut

A. Calculation of the edge weight in the graph and module
assignment using the partition-based algorithm

-_ W Isq
fet

Fig. 8. An example for gain calculation in the F-M like alghrm showing the
cut set before and after the nodle is moved to the opposite partition.

When a nodd/; is moved from one patrtition to the other, the
gains associated with the nodes connecteld; tmust be updated.
Assume nodéd/; is connected td/;, the gain associated witli;
should be updated as follows:

« If V; andV; were in the same partition before the movement (@) (b)
of V;
1d Fig. 10. Floorplan with voltage regulators (a) floorplandbsignment of modules
g(V;)" " = g(V;)*" = 2w(Vi, Vj) (10) ' {5 the two different Vdd domains.

« if V; andV; were in different partitions before the movement
of V; Fig. 10(a) shows the floorplan of a microarchitecture used
g(V;)"e® = g(V;)°" 4 2w(V;, V) (11) in[16] with ten voltage regulators inserted. The microdestture



Benchmark Type Instruction (B) Iy, I, | Lot | I3y, | 13,
vpr Integer 11 Sample 1| 10mA | 20mA | 30mA | 0.25| 0.5
gcc Integer 35 Sample 2| 20mA | 30mA | 50mA | 0.5 | 0.75
gzip Integer 63 TABLE Il
bzip2 Integer 94 AN EXAMPLE OF NORMALIZING THE CURRENT CONSUMPTION TRACES
parser Integer 301
art Floating-point 54
equake | Floating-point 175
mesa Floating-point 305 graph as described in Section 1lI.B, and the graph is pantil
TABLE | using the algorithm presented in Section III.C.
BENCHMARKS FROM THESPEC 200GUITE, ALONG WITH THE REFERENCE The result of the partition is shown in Fig. 10(b), where the
INSTRUCTION COUNTS IN BILLIONS lightly darkened regions represent the modules operatigden

the 2V, and Vy, rails while the white regions represent the
modules operating between thg; and GN D rails.

is based on the DLX architecture [17] and the dark regions
represent voltage regulators. We first simulate the arciuite B. Experimental setup for the validation of the module assig
using the eight benchmark programs contained in the SPafent

2000 suite that cover both integer and floating-point opemat

The eight programs with their respective instruction csuimt ) .
gnt prog P V\pthm indeed reduces the power wasted in voltage regulates

billions are listed in Table I. To speed up the simulations, A | ' imil hat sh i Ei
utilize SMARTS [18], a periodic sampling technique to ohtai Irst use a regular grid structure similar to that shown in Eilya)

the current consumption trace of each module for each of {ff represent the/yq rail, and we assume that current sources

benchmark programs. Specifically, we start simulating @ are attached to the nodes in the power grid, wh_ich model the
at clock cycle 0 and continue the simulation ferconsecutive purrents consumed _by modu_les. Next, we _assomate each node
the power grid with a region on the chip and assume that

clock cycles. The average current consumption of each reodUlI h dules | din th . | ik
is calculated during this period of time. Next, we stridewiard all the modules O.Ca‘e In that region only sourc_e(sm y .
from(to) that particular node, e.g., the dark region sunding

and start the simulation again at th& clock cycle withi>>s. N . . .
The average current consumption of each module is cala:hla[ge black colored node in Fig. 11(a) is associated with tiaalen

again for thes clock cycles that follow. This process Continueéj:\;r nodlei W'th_tt:]z aSﬁomateld rig'(mi' if only g_art of a_modl:leh
until the entire program is completed. We can see clearliytiha overlaps withA;, then only the corresponding portion of the

using this strategy, we obtain a sampled sequence of thagﬁ'erf:u".em consumed by is attached to node. Fo-r example,
current consumption trace of each module. in Fig. 11(b), only 25% of modulé/ overlaps with the area

Note that the time averaged total current consumption of t gsomated with the power grid nc_Jde. As a result, only .25% of
chip may vary significantly while running different progranand the current consumed by modulé is attached to that particular
the objective of our algorithm is to obtain a partition of nutes node.
that is deemed good across the entire benchmark suitewee.,
want to ensure that each benchmark program imposes a similar
weight in affecting the partition of modules. To achievesthi Associatex
objective, we normalize the current consumption tracescasted PIG Node | pegion A,
with each program so that the normalized average total curre - u
consumption of the chip while running that program becomes
1. In Table Il, we show an example that contains only two

To validate that the module assignment obtained by our algo-

modules and for which the simulation result is collected iy o Module A
two sample points. The total current consumption of thegtesi
at the two sample points are 30mA and 50mA, respectively. @) (b)

Therefore, the average total current consumption of thégdes
is (30mA+50mA)/2 = 40mA. We use 40mA to normalize théig. 11. Testing the actual wasted power (a) the structurthel/;,; grid and

current Consumptions of the two modules at the two samﬂT@ region that source(sink) current from(to) a particulade (b) calculating the
Current source attached to a power grid node when the module partially

points, which generates the unit-less numbers shown orighe r gveriaps the region associated with the node.

of the table for the normalized current consumption trablext,

we concatenate the normalized current consumption traces!f

of the programs such that a combined current trace is oltdame  After the value of the current source attached to each power
each module. The combined current traces are used to baild ¢iid node is calculated, a modified nodal analysis (MNA) equa



tion in the form is performed using the two different schemes presentedegbov

G Gia Vv I, respectively. It can be seen that our design technique \&hie
< Gy Gay ) ( I ) = < Vi > (12) IR noise levels that are comparable with those obtainedugiro
! ! enumeration.

can be established to calculate the current flowing throwgth e
of the voltage regulators, and therefore the wasted powere H
G;;'s are submatrices of the coefficient matrix,is the vector of
nodal voltages/,., is the vector containing the currents flowing

through voltage regulatord,, is the vector of known current Power Wasted in Voliage Regulators
sources attached to the nodes in ¥g grid, andV;.., is a yector “0 @
whose components are al;'s, the voltage level maintained by sm

w
S

the regulators.

C. Result of comparison between different module assignmen
schemes for the DLX architecture

We have studied two different module assignment schemes
for the DLX architecture shown in Section IV.A, one using

the algorithm presented in this paper, and the other using an Wi g gip  bups  paser  at  equike mesa
enumeration approach. For the enumeration method, we walk penenmer
through all possible module assignments in the design spack
for each assignment, we use equation (2) to calculate thtedvas
current flowing through each of the regulators. The norredliz (a)
current described in Section IV.A is used in the placelgt),
and the sum of the time averaged wasted currents is caldulate
characterize the power efficiency of the assignment. Sihee t
DLX architecture contains only sixteen modules, enumenati
can still be completed in a reasonable amount of time althoug
it is much slower than the partition-based approach, and the
result from enumeration provides a good criterion in juddiow 2
effective the partition-based approach is in assigning utexito 100
different Vdd domains.

The experiments are carried out on a desktop with a 3.2GHz
Pentium-4 CPU. It takes the partition-based approach 10iase
reach the final solution, while the enumeration requiresutibo

[ )
S o S o

Wasted Power / Useful Power (%)

@

o

Maimum IR Noise

140

@ Partition-Based
B Enumeration

80

60

IR Noise (mV)

40

230sec to exam all possible assignments in the design space. 0
Fig. 12(a) shows the comparison of the power wasted in veltag e e oyt oo mesn
regulators between the partition-based module assignscaeime Benchmark

and the enumeration approach using the validation methed de
scribed in Section IV.B. In obtaining the figure, we divide tiotal
power wasted in voltage regulators by the total power comslim
; P (b)

by regular modules, where the latter is termed “useful pbwer
We can see Cl_e_arly that the power W_aSted in the design Ou_ta”&%. 12. Comparison between the module assignments usingatition-based
using the partition-based approach is rather close to th#té approach and enumeration in terms of (a) the total poweredast voltage
best design generated through enumeration, although theefo regulators, and (b) the worst case IR noise in tg grid.
enjoys a significant advantage in terms of runtime.

It is important to notice that a design optimized for powesoal
tends to achieve low IR noise in tHé, grid. This is because to _ ) )
reduce the power waste, good current balance must be magdtail: Result of comparison between different module assighmen
locally as described in Section II, which is beneficial toueidg Schemes for 3D circuits
the IR noise since the current consumed by a module in one VddVe have also studied the effectiveness of using the stacked-
domain will immmediately be recycled by some nearby modulé&ld paradigm in 3D circuit designs, where each 3D circuit is
in the other Vdd domain without flowing through a long resisti assumed to have three active tiers. The GSRC benchmarks n100
path in the power grid. In Fig. 12(b), we compare the maximun200, and n300 are chosen over the MCNC benchmarks in our
IR noise encountered in tHi€,; grid when the module assignmenexperiment because the former contain more modules, wiaich ¢



better reflect the complexity of the problems encountere8bin APPENDIX

d_esig_ns. Module as_s_ignment is pe_rformed for ea_lch ti_er irBe |n this appendix, we prove that the module assignment
circuit, and our partition-based assignment algorithmoimpared proplem formulated in Section 111.A is NP-hard. The proof is

with a simulated annealing technique. based on the following known NP-complete set partitioning
For the simulated annealing method, a single module \$oblem [19].

switched to the opposite Vdd domain in each move since the

entire design space can be explored by sequentially swiddhi  Np-complete set partitioning problem: Given a multisetof
dividual modules, and for each assignment under examimatie integers, is there a way to partitiof into two subsetsS; and
power wasted in voltage regulators is calculated using #mes g, such that the sums of the numbers in each subset are equal.
approach as in the enumeration method described in thegpivi

sub-section. We choose simulated annealing over enumem@si  Three problems will be shown to be NP-hard in tandem with
the algorithm being compared with because the runtime of tBgch one being more comprehensive than the previous one, and

enumeration method is exponential with respect to the nuwbe the |ast one corresponding to the original module assighmen
modules in the floorplan, and for floorplans containing hedsr proplem shown in Section I11.A.

of modules, the enumeration method is no longer practical.

Because of the lack of available current traces for GSR&roblem 1: Assume that there is a set of modules and a single

benchmarks, we have assumed that the mean current consuggualator on the chip, and assume that the current flowingugh
tion of each module is a random number between 100mA agé regulator is

1000mA, and the instantaneous current consumption of neodul
M; is assumed to be varying randomly around its mézff.2

Table Il shows the result of comparison between the module Ir = Z Ij = Z I
assignments obtained using our partition-based approadh a
those using the simulated annealing technique, in term&ef find an assignment of modules such that the current flowing
power wasted in voltage regulators, the maximum IR noise iinrough the regulator is minimized.
the V4 grid, and the time it takes to reach the assignments. The
wasted power and the maximum IR noise are calculated useng this obvious that Problem 1 is the same as Problem 1A shown
validation method described in Section IV.B after the assignts below.
have been obtained. We can see that the partition-basedaatpr
can generate module assignments with similar quality t@ehdProblem 1A: Given a setZ of numbers{l;,I5,...} (not
obtained through simulated annealing. However, the tintgkiéks necessarily integers), find a partition @f into two subsets;
for the pgrtition-based approach to find a good solution @@ andZ, such thajzjezl I — Zjel'g I;| is minimized.
of magnitude smaller.

(13)

J€2Vaq J€Vaa

It is easy to see that the NP-complete set partitioning erabl

can be reduced to Problem 1A because if weZs@h Problem

1A to S in the set partitioning problem, then there is a way

In this paper, we presented a partition-based algorithm ftor partition the setS if and only if the minimum value of

efficiently assigning modules to different Vdd domains in ZJEL I; _ZjGIQ I;| in Problem 1A is zero. Therefore,
two level stacked-Vvdd circuit. The Objective is to minimide roblem 1A is NP-hard. Since prob|em 1is Comp|ete|y the same
power wasted in voltage regulators. The primary steps of thg problem 1A, Problem 1 is also NP-hard.
algorithm include building a graph that represents theatations
between modules and performing a max-cut partitioning ef tfproblem 2: Assume that there are a set of modules &nd
graph using a F-M like algorithm. Experimental results on @gulators on the chip, and assume that the modules in a megio
DLX architecture and 3D circuit examp|es show that our medubrﬂy interact with the regu'ator in the same region, find a
assignment algorithm can achieve designs with power amgenoissignment of modules such that the sum of the currents lowin
performance comparable to those obtained using enumerafigrough the regulators is minimized.
and simulated annealing techniques, while at the same tome,

V. CONCLUSIONS

method enjoys orders of magnitude speedup in runtime. Problem 1 can be reduced to Problem 2 through the following
procedure. We make a chip that contaiisregulators andk’
The instantaneous current consumption of modulg is given by I;(t) = groups of modules, where each group of modules corresponds

I7ee™ % (14604(t)) x (1465 (t)), whered, (t) is a random number that remains .
the same for all of the modules, aig(t) is a random number that varies from to one copy of the non-regulator modules in Problem 1. We can

module to module. It is not difficult to see thd(t) can be used to model further assume that each group of modules only interact avith
the change of operations that affect the entire chip whjlg) can be used to regulator. The partition of each group of modules will OFH"Y‘
model the local variation in current consumption as a fumctf time¢. In our .

experiment,d,(t) is randomly selected within the range-0.3,0.3], and d;(t) solve Problem 1 because otherwise, we can replace the group
is randomly selected within the range0.2,0.2]. that does not optimally solve Problem 1 by the optimal soluti
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Layer Wasteclower (7 Maximum IR Noise (mV) Runtime (sec)
Partition-Based Annealing| Partition-Based Annealing| Partition-Based Annealing
n100LayerO 3.3 3.1 52.8 62.0 0.03 80
n100Layerl 3.1 3.8 28.9 42.5 0.02 80
n100Layer2 3.7 5.7 45.4 54.6 0.02 80
n200Layer0 8.7 6.4 55.2 88.4 0.31 157
n200Layerl 5.6 6.4 62.1 64.4 0.16 160
n200Layer2 5.6 7.1 77.4 52.7 0.18 165
n300Layer0 4.7 4.5 61.1 56.0 1.83 235
n300Layerl 6.3 6.3 334 36.8 0.69 236
n300Layer2 5.4 4.6 46.5 395 0.77 236
TABLE Il

COMPARISON BETWEEN THE MODULE ASSIGNMENT OBTAINED USING THESRAPH PARTITION-BASED APPROACH AND THAT USING THE SIMULATED
ANNEALING TECHNIQUE.

of Problem 1, which will reduce the total current flowing thglh  [7] B. Goplen and S. S. Sapatnekar, “Efficient thermal plageinof standard

the regulators. Since Problem 1 has been proven to be NR-hard ¢ells in 3D ICs using a force directed approach,”Digest of Technical
Papers, IEEE/ACM International Conference on Computetedli Design

Problem 2 is also NP-hard. pp. 86-89, Nov. 2003.
[8] B.Goplen and S. S. Sapatnekar, “Placement of thermalini&-D ICs using
Problem 3: Assume that there are a set of modules &hd various thermal objectivesJEEE Transactions on Computer-Aided Design

. . . of Integrated Circuits and System#l. 25, pp. 692—709, Apr. 2006.
regulators on the chip, and assume that the modules in amegiqg; 3. cong, G. Luo, J. Wei, and Y. Zhang, “Thermal-aware 30pl&ement via

only interact with the regulator in the same region, find a transformation,” inProceedings of the IEEE Asia and South Pacific Design

assignment of modules such that the sum of the time-averageg Automation Conferencepp. 780785, Jan. 2007.
9 ﬂ.%? J. Cong, J. Wei, and Y. Zhang, “A thermal-driven floorpiéng algorithm for

currents ﬂOW'ng throth the reQU|at0rS is minimized. 3D ICs,” in Digest of Technical Papers, IEEE/ACM International Coefare
on Computer-Aided Desigmpp. 306—-313, Nov. 2004.

Problem 3 is completely equivalent to the module assignméh]t] Semiconductor  Industry  Association,  “Internationaltechnology

. . o roadmap for semiconductors, 2006.” http://public.ites/binks/
problem formulated in Section Ill.A, and it differs from Bdem 2006Up%atelzooeupdate,:inaLhtm. PP
2 only in that the summation is over the time-averaged cuirrgi2] S. Rajapandian, K. Shepard, P. Hazucha, and T. KarrigH-tension
flowing through each of the regulators. It can be seen thatlem power delivery: Operating 0.18n CMOS digital logic at 5.4V." inDigest

of Technical Papers, IEEE International Solid-State CitsuConference
2 can be reduced to Problem 3 because Problem 2 correspondsyy 298299, Fepb, 2005,

to a special case of Problem 3 where the current flowing throug3] J. Gu and C. H. Kim, “Multi-story power delivery for sulgmoise reduction
; ; ; and low voltage operation,” iProceedings of the International Symposium
each module does not vary with tw_ne. Since Problem 2 has been on Low Power Electronics and Desigpp. 192197, Aug, 2005,
proven to be NP-hard, Problem 3 is also NP-hard. [14] E. Chiprout, “Fast flip-chip power grid analysis via #ity and grid-shells,”
in Digest of Technical Papers, IEEE/ACM International Corfere on
Computer-Aided Desigmp. 485-488, Nov. 2004.
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