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Abstract

This work presents a Steiner tree construction procedure, MVERT, to meet speci�ed sink arrival

time constraints. It is shown that the optimal tree requires the use of nonHanan points. The

procedure works in two phases: a minimum-delay Steiner tree is �rst constructed using a minor

variant of the SERT procedure, after which the tree is iteratively modi�ed, using an e�cient search

method, to reduce its length. The search method exploits the piecewise concavity of the delay

function to arrive at a solution e�ciently. Experimental results show that this procedure works

particularly well for technologies where the interconnect resistance dominates, and signi�cant cost

savings are shown to be generated.

1 Introduction and Motivation

In recent years, interconnect delay has become an increasingly critical factor in VLSI systems. The

increased e�ect of interconnect resistance has played a signi�cant role as feature sizes have entered

the deep submicron range and will become more dramatic in the future. To deal with this trend,

many methods have been proposed to reduce interconnect delay, among which performance-driven

routing has been an active area of research. Typically, the objective of a performance-driven routing

algorithm has been to minimize the source-to-sink delay using various models of abstraction. Several
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types of problems have been tackled by researchers in the past, including minimizing the average

source-to-sink delay over all sinks, minimizing the maximum source-to-sink delay, and minimizing

a weighted sum of the delay from the source to some critical sink(s).

In the situation where the interconnect is purely capacitive and has negligible resistance, the

minimum delay tree is identical to the minimum length Steiner tree, since minimizing the length

is equivalent to minimizing the delay.

When the resistance of the interconnect is appreciable, the type of route is determined by the

stringency of the timing speci�cations. An appropriate problem formulation for the timing-driven

routing problem is as follows:

minimize Total tree length

subject to Delay(sink i) � Tspec(i) for i 2 List of sinks

If the timing speci�cations are very loose, then the solution to this problem would be to minimize the

total tree length, and would result in a minimum-length Steiner tree. If the timing speci�cations are

extremely tight, and the resistance of the driver is much less than the resistance of the interconnect,

a star-like topology is generated. The star-like topology emanates at the root of the tree and has

direct connections from the root to each sink; this corresponds to the maximum length for the tree.

For intermediate speci�cations, an intermediate solution between the minimum length Steiner tree

and the star-like topology is optimal. This is illustrated in Figure 1.
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Figure 1: Three scenarios for building a Steiner tree.

The task of delay optimization of a circuit consists of appropriately optimizing the gates and

optimizing the interconnect wires. The gates may be optimized through actions such as mapping

the circuit to a set of complex gates (possibly from a library) and/or sizing the gates to achieve
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the requisite driving power. For optimal circuit design, the cost of the optimization must be borne

equally by the gates and by the interconnects in an interconnect-dominated environment.

Therefore, if the timing-driven routing solution results in a star-like interconnect, it is likely

that more could be done in optimizing the gates to reduce the stringency of the speci�cations on

the interconnect. Similarly, if the result is a minimum-length Steiner tree, it is likely that if the

speci�cations on the gates were made less stringent, a greater share of the burden could be borne

by the interconnect, and the cost of gate-level optimizations could be reduced. This implies that

in many cases, the result of the routing is more likely to be the intermediate case in Figure 1(b)

than either of the extremes in (a) or (c).

In this paper, we develop a performance-driven routing formulation whose objective is to

meet a speci�ed delay constraint at each sink. The approach can also be generalized to solve the

problem of minimizing the maximum delay over all sink nodes. It is shown here that in contrast

to conventional minimum-length Steiner trees, this problem can have an optimal solution that

requires the introduction of Steiner points that do not lie on the Hanan grid [7]. This happens in

situations described by the scenario in Figure 1, which, as we have just argued, are likely to occur

in well-designed circuits where the task of delay reduction is equally borne by the gates and the

interconnects.

Early work solved the problem of building performance-driven routing topologies by solving

the minimum-length Steiner tree routing problem, a valid approach in the times when the resistive

e�ects of interconnect were negligible. After Hwang's work [11], which proved that the ratio of the

cost of a rectilinear minimum spanning tree (MST) to that of a minimum length rectilinear Steiner

tree (RST) is within a factor of 3/2, many heuristic algorithms [8{10, 12, 16] used the MST as a

starting point to derive the RST. For example, the algorithm in [10] minimizes the cost of RST

by maximizing the overlaps between the layouts in a existing separable MST. Kahng et al. [13]

developed the iterated 1-Steiner heuristic method, which introduces only one Steiner point into a

net at one time such that the current minimum spanning tree cost is minimized. A good overview

of these techniques is provided in [6, 14].

However, in the deep submicron range, the interconnect capacitance and resistance have be-

come comparable to, or dominant over, the gate capacitance and the output driver resistance, and

cannot be ignored during delay calculation any more. Therefore, it is apparent that for leading-edge
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technologies, minimum net lengths do not always yield minimum delay. Thus, performance-driven

methods are introduced to minimize the source-to-sink delay. The A-tree algorithm [5] and SERT [3]

use the Elmore delay model, with a justi�cation of its �delity in [1] being provided as a basis for

doing so. SERT is based on a greedy algorithm that optimizes the Elmore delay directly as the

routing tree is constructed. Signi�cant improvements over existing performance-driven routing tree

constructions were demonstrated in this work. However, the area overhead of SERT is discour-

agingly large and for some technologies, it tends to generate star-like topologies due to its greedy

nature. In [17], a new method was proposed, which was a departure from the constructive greedy

heuristics. The procedure builds routing topologies induced by sink permutations and then maps

the topologies to a routing layout. The algorithm derives an area/delay tradeo� under the Elmore

delay model and incorporates simultaneous wire-sizing by using dynamic programming. Other

approaches to timing-driven Steiner tree construction include [4, 15].

All of the above techniques have a common bottom-line: they are based on Hanan's theory [7],

which showed that if one were to draw horizontal and vertical grid lines through the source and

sinks of the given signal net, one could be assured of the existence of a minimum-length rectilinear

Steiner tree, all of whose Steiner points lie on the intersection points in the resulting grid. Thus,

the possible Steiner points can be chosen from a �nite set, namely, the so-called Hanan grid. In [3],

it was proved that only points on the Hanan grid need be considered while solving the problem

of minimizing the weighted sum of critical sink delays. For the minmax problem of minimizing

the maximum sink delay, it was shown in [2] that it is possible to build a better solution by

considering points o� the Hanan grid, but it was stated that such situations are uncommon and

can be ignored. In this work we show that it is possible in cases to arrive at signi�cantly better

solutions by considering nonHanan points during Steiner tree construction for two problems:

(a) the minmax problem, and

(b) the problem of achieving a speci�ed delay at each sink node.

It should be pointed out that the problem (b) above can be transformed into the form of problem (a).

Example 1: We illustrate a simple example showing that a nonHanan node is required to minimize

the maximum source-sink delay during tree construction. Consider a net with a source at (0,0) and

two sinks, a and b, at (3,0) and (1,4), respectively. We assume, for simplicity, a unit resistance and

a unit capacitance per unit length. The driver has a source resistance of 6, and the sinks a and b
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have load capacitances of 1 unit and 4.5 units, respectively. The delays are calculated here under

the Elmore delay model, described in Section 2.1. The variation of the delay at each sink as the

Steiner point x is moved from (0,0) to (1,0) is shown in Figure 21. The maximum sink delay for

the tree is minimized at x = 0.332.

This example illustrates that in real design problems, the timing requirements at di�erent

sinks are often contradictory and it is necessary to arrive at a solution where all of the sinks are

considered together.
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Figure 2: Illustrating the e�ects of nonHanan Steiner points

For the problem of achieving a speci�ed timing constraint Tspec, it is also easy to show that

the optimal solution may lie at a nonHanan point. Any procedure that restricts of Steiner points

to Hanan points alone would lead to a larger than optimal tree cost. Therefore, for the problems

of achieving a set of speci�ed sink delays, and of minimizing the maximum source-sink delay, the

best Steiner points do not necessarily lie on the Hanan grid.

However, the routing problem is clearly more di�cult when the number of Steiner points

becomes in�nite, and the search space becomes extremely large. This paper utilizes the properties

of the delay function to arrive at a simple and e�cient method to overcome this challenge.

1The logic in [1] can be extended to show that a Steiner point to the right of (1,0) is suboptimal.
2We caution the reader not to be unduly swayed by the modest delay reductions in this simple example, as our

experimental results will show that it is possible to achieve more signi�cant improvements on other larger examples.
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2 Preliminaries

2.1 Delay model

The delay in this work is modeled using Elmore delays [19], which are briey described here. Given

a routing tree T (N) rooted at the source n0, let ev denote the edge from node v to its parent in

T (N). The resistance and capacitance of edge ev are denoted by rev and cev , respectively. Let Tv

denote the subtree of T rooted at v, and Cd;v denote the downstream tree capacitance of Tv, which

is the sum of sink and edge capacitances in Tv. The Elmore delay from the predecessor of node v

along edge ev is equal to rev(cev=2 +Cd;v). This procedure can be used to recursively compute the

delays. Given that the root node is driven by a driver of resistance rd, the Elmore delay tED(ni) at

sink ni is calculated as:

tED(ni) = rdCno +
X

all fanouts

rev(
cev
2

+ Cd;v) (1)

2.2 The SERT method

In this section, we provide a brief overview of the SERT (Steiner Elmore Routing Tree) algorithm

in [3]. Before proceeding further, we de�ne the following terms:

De�nition [3]: A segment of a tree T is de�ned as a contiguous set of straight edges in T that are

either all horizontal or all vertical. A maximal segment is a segment that is not properly contained

in any other segment. The root of a segment is the extremal node of the segment that is closer to

the root n0 of the tree.

The essential idea of the SERT method is based on building a greedy Steiner tree using an

approach similar to Prim's algorithm. Starting with a trivial tree consisting of only the source n0,

the tree is iteratively built by adding a pin ni in the tree and a sink nj outside the tree so that

adding edge (ni, nj) yields a tree with the minimum Elmore delay. The iterations continue until

all sinks have been included in the tree. The algorithm is predicated on two results:

(a) Selecting ni to be downstream of the closest connection (CC) from nj to the partial tree will

yield a larger delay than connecting it to the CC.

(b) For a maximal segment, if x is the distance from its root m0 to the point ni in the partial

6



tree, then it was shown that the Elmore delay to any sink is a concave function of x when the

connection point ni lies between m0 and CC, both inclusive. Therefore, any weighted sum of

the Elmore delays to a �xed set of critical sinks is a concave function of x and is minimized

by setting ni to be either the root m0 or CC.

These observations reduce the search space considerably asm0 and CC are the only candidate

connection points for a segment in each iteration. As both m0 and CC lie on the Hanan grid, all

Steiner points in the SERT tree must necessarily lie on the Hanan grid. If the path from a CC

to the root of the tree consists of multiple maximal segments, then this property is true on each

maximal segment, and the delay as a function of the distance from the root of the tree is therefore

a piecewise concave function, with each derivative discontinuity corresponding to some segment

edge.

Note, however, that the concavity logic does not extend to the use of minmax formulations

or formulations where the delay at each sink is a constraint. This is due to the fact that while the

positive weighted sum of concave functions is concave, the maximum of concave functions is not

concave, as seen from the counterexample presented in Figure 2.

3 The MVERT algorithm

3.1 Problem formulation

We now describe a procedure for building a minimum cost tree that satis�es the delay constraints

at each sink. Unlike previous approaches, this technique permits the possibility of a Steiner point

that lies o� the Hanan grid. The procedure described in this work is referred to as the Maximum

delay Violation Elmore Routing Tree (MVERT) algorithm. A basic concept that is used in this

work is the idea of a delay violation, which is de�ned as the amount by which the delay d(ni) at

sink i violates its speci�cation, i.e.,

V iolation(i) = d(ni)� Tspec(i) (2)

Clearly, a positive value of the violation implies that the constraints could not be met. A large

negative value of the violation, on the other hand, indicates the possibility of overdesign, and it is
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possible in some cases to reduce the cost of the Steiner tree by bringing the violation value to be

closer to zero. This idea motivates the formal statement of the MVERT problem as follows:

MVERT Problem: Given a signal net N = fn0, n1, ..., nkg with source n0, construct a Steiner

routing tree T (N) such that the total length of the net is minimized while the delay violation at

each sink node is less than 0, i.e.,

minimize
P
all segments k

lk (3)

subject to d(ni) � Tspec(i) for i = 1; 2:::n:

where lk is the length of each segment in the resulting tree.

3.2 Properties of the formulation

The MVERT problem formulation is quite general in nature. If the value of Tspec at each node is

speci�ed to be zero, then the problem is identical to the maximum source-sink delay problem. The

user may specify di�erent delay speci�cations at di�erent sinks as desired.

Theorem 1: Consider any Steiner tree T connecting a source n0 to sinks n1, n2, ..., nm. Consider

a node nj, and let it be connected to the tree at an upstream point nk along a maximal segment s

of the tree, where nk is possibly a Steiner point. Let T 0 be the subtree rooted at nj, let CC be a

closest connection connecting nj to the tree TnT
0 along maximal segment s0 (with s0 being possibly

the same as s), and let m0 be the root of s
0. Let T1 be the tree formed by connecting nj to TnT 0

at CC. Then

(a) The tree obtained by connecting nj to TnT
0 at a point downstream of CC on segment s0 results

in a tree with a larger length and larger delays at each sink than T1.

(b) If x is the distance from m0 to any point ni in the partial tree, then the Elmore delay from the

root n0 of the tree to any sink is a concave function of x when the connection point ni lies between

m0 and CC, both inclusive.

Proof: Parallel to that of a similar result in [3].
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3.3 Tree construction procedure

Since the restriction to a Hanan grid is no longer valid, the set of candidate Steiner points is in�nite,

and it is necessary to �nd an e�cient method to identify the best Steiner points. The MVERT

algorithm is divided into two phases:

(a) The initial tree construction phase, where an initial tree is heuristically built to minimize delay.

(b) The cost-improvement phase, where the tree is iteratively re�ned to reduce its cost while

ensuring that it meets all timing speci�cations.

3.3.1 Phase 1: Initial tree construction

The �rst step in tree construction is similar to the ERT construction procedure in [3], with the

di�erence that we minimize the maximum delay violation rather than the maximum delay. This

procedure considers only candidate points on the Hanan grid, and is described as follows:

Input: A signal net N with source n0 and sinks n1; � � �nk

Output: A heuristic minimum-delay routing tree T1

Initial tree T0: (V;E) = (fn0g; ;)

while (jT j < N) do

Find u 2 V and v 62 V , to minimize the maximum Elmore delay violation from n0

to any sink in the tree (V [ fvg; E [ f(u; v)g)

V = V [ fvg, E = E [ f(u; v)g

Output resulting routing tree T1 = (V;E)

Another di�erence between the SERT algorithm and this procedure is that in each iteration, for

each node outside V , we attempt connections with every possible maximal segment, rather than

with only the closest maximal segment.

3.3.2 Phase 2: Cost improvement

The initial tree constructed above attempts to minimize the maximum delay violation at any leaf

node. Since the criticality of a sink is dependent on the timing constraints and the positions of
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the other sinks, this provides a natural technique for automatically detecting critical sinks and

providing more importance to them in the tree construction process.

However, the tree so constructed may be conservative as its objective is to minimize the

violation, rather than to simply ensure that the constraints are never violated. Moreover, the

Phase 1 procedure considers only Hanan grid points as candidate Steiner points. Therefore, it

attempts to connect each point either to the closest connection (CC) in the partial tree, or to

the root node m0 of a maximal segment. If the delay violation associated with a CC connection

were larger than the delay associated with a connection to m0, then the algorithm would make

a connection to m0. However, due to the interactions between paths the MVERT solution may

lie at a di�erent (and possibly nonHanan) point, and the connection to m0 results is a larger net

length than is necessary. Therefore, we examine the tree constructed in Phase 1 and move node

connections from the root of a segment towards CC in a bid to reduce the tree length, as shown in

Figure 3, while ensuring that all timing constraints are satis�ed.

Sink 1

Sink 2 Sink 2

Sink 1

Root Root

Figure 3: Creating a nonHanan Steiner point that meets timing speci�cations

Thus, in Phase 2, we re�ne the tree built in Phase 1 to reduce its length while ensuring that

the timing constraints are satis�ed. The pseudocode for this procedure is shown below:

Input: Routing tree T1 = (V;E) from Phase 1

Output: An optimal routing tree T2

if (T1 did not satisfy constraints) OR (all sinks were connected to CC in T1)

T2 = T1; exit

Sort sinks v1,v2, v3... that are not connected to a CC in T1 in descending

order of the distance to n0

for (each such sink vi ) do Improve Cost(vi)

Output resulting routing tree T2 = (V;E)
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If the minimum-delay tree, T1, did not satisfy the given timing constraints, then it is assumed

that any transformed version of the tree created by altering the topology will not help meet the

constraints. Secondly, if the minimum-delay tree, T1, only has connections to CC points, then it

is assumed that no further improvements are possible in this phase. In either case, the output of

this phase will be the tree T1
3. However, if neither of the two conditions hold, then it is possible to

improve the cost of the tree. The idea is illustrated in Example 1 for the constraint of 98.8 units,

where we see that a connection to (y,0) is preferable to a connection to (0.33,0). In such a case,

the Improve Cost routine is invoked to reduce the cost of the tree T1. The routine processes sink

nodes, processing the one farthest from the root �rst as follows:

Function Improve Cost(vi)

Find the path p from n0 to vi, Q = fu1; u2; � � � ; ukg, where ui is a sink

on the path between n0 and vi.

For each (ui connected to m0 6= CC) do

Remove connection of ui to m0, while keeping the connection of ui to its

downstream nodes.

Define T 0 = Tnf(ei) [ (Tui)g, where ei is the edge that connects ui to m0,

Tui is the downstream tree of ui in T.

Reconnect(ui, T 0);

The function Reconnect(ei, T
0) reconnects the node ui to the tree T

0 at the nearest point to CC

where constraints are satis�ed.

3.3.3 Finding the optimal reconnection point

Consider the set of constraints on the routing tree from Equation (3). Rewriting them in the form

d(ni)� Tspec(i) � 0 for all sinks i, we see that the maximum violation must always be nonpositive.

Since each of the d(ni)'s is a concave function of the connection point x by Theorem 1, and since

any concave function shifted by a constant is a concave function, this implies that we must �nd a

3Note that this is only an assumption and not a guarantee, since the Phase 1 tree is heuristically constructed.
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reconnection point x such that the maximum of the set of concave functions is nonpositive. This

is pictorially shown in Figure 4 below for a net with four sinks, v, w, y, and z; the maximum

violation function is shown by the darkened line. This piecewise concave function is composed

of three concave pieces. Note that the graph shows that sink z is never critical in this case, for

any value of x. The delay violation at each sink as a function of x is a concave function and the

objective is to �nd the value of x that is closest to CC (corresponding to a minimal increase in

the net length) that satis�es all constraints. In Figure 4, this point is found to be x�. This point

would, in general, be a nonHanan point.

Corollary 2: The search space for the reconnection point in the pseudocode in Section 3.3.2 can be

restricted to the interval between the root m0 of each maximal segment, and the closest connection

point, CC, on that maximal segment.

Proof: This follows directly from Theorem 1.

Delay violation

x

Node z

Node v

Node y

Node w

CC0 p q x*

Figure 4: Finding the optimal value of x that satis�es the timing constraints

In searching for x�, we observe that it is possible to perform a search on the value of x from 0

to CC, while taking advantage of the fact that the value on each concave piece is minimized at its

intersection with the concave piece on either side (if such a piece exists), or at 0 or CC otherwise.

In Figure 4, this translates to the fact that for the minmax problem, the only candidate solutions

are 0, p, q and CC. This permits a reduction of the search space from the in�nity of points between

0 and CC.
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For the problem of meeting timing speci�cations at each sink, several pruning strategies are

possible for the search.

� If the value of max[d(ni) � Tspec(i)] at each end of the concave piece is positive, then the

search �nds the end point of the concave piece away from CC, and continues from there.

This is justi�ed by the fact that each point on the concave piece must necessarily have a

positive violation whenever the end points of the piece have a positive violation.

� Consider a binary search on a concave piece with end points x1 and x2 (x1 < x2) with

values f(x1) and f(x2), respectively. If Tspec > f(x1), Tspec < f(x2) and Tspec < f(x1+x22 )

as illustrated in Figure 5, then the search can completely eliminate the interval [x1+x22 ; x2].

This follows from the fact that any a concave function over an interval is concave over any

continuous subinterval. By a symmetric argument, if Tspec � f(x1+x22 ), then the search is

reduced to the interval [x1+x22 ; x2].

x2x1(    +     )/2x1
x2

specT

Delay

x

Figure 5: Using piecewise concavity to enhance the optimization procedure

The pseudocode corresponding to this search is shown below:

Function Reconnect(ui,T
0)

Find CC for ui in T'.

Find the path from the root, n0, of the tree to CC. Let n1; n2 � � � ; nl be the

Steiner nodes/sink nodes along this path, arranged in reverse

topological order from n0.

Divide the path into maximal segments p1 = (n0, n1), p2 = (n1, n2), p3 = (n2, n3),
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� � �, pl = (nl�1, nl).

i = l; current segment = pi;

while (TRUE)

Perform a search to find the closest point to CC on current segment

that satisfies the delay constraints

If such a point exists

choose it as the connection point; return(success);

else

i��;

if (i > 0) then current segment = pi; else return(failure);

The search must be performed along each maximal segment individually since the presence

of a sink node or a Steiner point branching o� to another node leads to a potential discontinuity in

the derivative of the delay function. The e�ciency of the search can be greatly enhanced by taking

advantage of the piecewise concavity of the delay function, as described earlier in this section.

The search for the best connection begins at CC. If the value of the delay violation at CC

is negative, then we are done; otherwise a step of size L, a user-de�ned parameter, is taken to go

from the current point, �1, to the next point, �2. Note that by construction, there will always be

a delay violation at �1. After each step, the following possibilities must be considered:

(1) If the maximum delay violations at �1 and �2 correspond to the same sink, then the points

lie on the same concave piece of the maximum delay violation function. In this case, two

scenarios must be considered:

(a) If both delay violations are positive, then the function must necessarily be positive over

the entire interval between the points �1 and �2, since the delay violation function is a

maximum of concave functions. Therefore, we set �1  �2 and continue the search.

(b) If the delay violation at �2 is negative, then the optimum connection must lie between

the points corresponding to �1 and �2. Since the delay violation function is continuous

and its value at two extremes of the interval are of opposite signs, the function value must

be zero at some point within the interval. Therefore, we continue the search between
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these points to identify the closest point to CC with a zero violation.

(2) If the maximum delay violations at �1 and �2 correspond to di�erent sinks, then we perform

a binary search to �nd the intersection point of the concave piece on which �1 lies, with its

immediate neighbor in the direction of the root. During this binary search, we perform the

tests listed in condition (1) if the two points both correspond to the concave piece of �1. In

practice, this is not likely to be a signi�cant problem since the number of concave pieces in

the delay violation function is O(k).

3.3.4 Complexity issues

We now conduct a rough complexity analysis of the procedure. For the �rst phase where the

heuristic minimum-delay tree is built, the procedure is similar to that of the ERT procedure in [3].

The complexity of our method is O(k4), where k is the number of sinks. The reported complexity

of this procedure in [3] is O(k3), and the discrepancy is due to a di�erence in the manner in

which a sink is added to the partial tree in each iteration. Instead of �nding the geometrically

closest connection for each node outside the tree as in [3], our approach attempts to create closest

connections to all possible maximal segments in the partial tree, and evaluates their delay to choose

the connection to be made in each iteration. The number of maximal segments is O(k) (since the

addition of each new vertex introduces at most two new maximal segments in the tree), and this

leads to the increased complexity.

In the second phase, each sink is processed precisely once, either in the main routine, or in

function Improve Cost. The cost involved in processing a sink is in �nding a reconnection point,

if required. The function Reconnect processes all maximal segments on the path to the root; the

number of maximal segments, as argued earlier, is O(k). For each such segment, the cost of the

search for a connection point is X � k, where X is the number of binary search iterations, and each

such iteration requires a delay calculation that necessitates an O(k) traversal of the circuit. Then

the cost of the nonHanan routing procedure is O(k4 + k2 � (k) �X).

In this analysis, we have deliberately used the letter X to denote the cost of the search

since this cost is rather unpredictable. In the best case, if both ends of the segment lie on the

same concave piece, one computational step is required. In the worst case, if the delay violation
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Table 1: Results on technology 1 (IC)

Circuit Cost
After After Percentage

Phase 1 Phase 2 Improvement

Net 1 IC 8830 7270 21.4%

Net 2 IC 10490 9540 10.0%

Net 3 IC 8200 7580 8.2%

Net 4 IC 9360 8130 15.1%

Net 5 IC 6450 5630 14.6%

Net 6 IC 7450 5250 41.9%

function on the segment contains t concave pieces, the cost incurred will correspond to identifying

the intersection of each of these pieces with its neighboring concave piece. Since the number of

concave pieces in the maximum delay violation function is upper-bounded by k, the number of

sinks, at most O(k) such intersections will need to be determined during the entire search. If

the binary search is continued until the size of the interval is reduced to �, then the cost of each

such search requires O(L
�
) search points. Therefore the worst-case complexity of the procedure is

O(k4 + k3 � (k) � L
�
).

4 Experimental results

The MVERT algorithm was applied to nets in two technologies: an IC technology and an MCM

technology. Design parameters for each technology are taken from [3]. The results are shown in

Tables 1 and 2, respectively. Each of the examples shown here is a �ve-pin global net, and the cost

is measured as the sum of wire lengths, in microns.

It is worth mentioning here that the topologies were generated randomly and the timing

constraints were chosen arti�cially since no benchmarks are available. The procedure for choosing

the timing constraints was as follows: the minimum-delay Phase I tree was built and the delays at

each sink were found. The constraints to sinks connected directly to the source were then set to be

larger than the actual delay after Phase I. It should be mentioned that if large changes are made

here, the Phase I tree may change (since it orders the node in terms of the largest delay violation,

which is dependent on the constraint value). Therefore, it is not guaranteed that a change in

the constraint will lead to nonHanan points; in fact, in some cases, we found that an alternative
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Table 2: Results on technology 2 (MCM)

Circuit Cost
After After Percentage

Phase 1 Phase 2 Improvement

Net 1 MCM 6700 6330 5.8%

Net 2 MCM 6590 6000 9.8%

Net 3 MCM 7330 6490 12.9%

Net 4 MCM 7340 4250 72.7%

Net 5 MCM 6960 5680 22.5%

Net 6 MCM 7600 7260 4.7%

Net 7 MCM 7920 6540 21.1%

Net 8 MCM 8120 6760 20.1%

Net 9 MCM 8110 7630 6.3%

Net 10 MCM 6690 6050 10.6%

Net 11 MCM 8780 5950 47.6%

Net 12 MCM 8190 7310 12.0%

Net 13 MCM 8980 6930 29.6%

Net 14 MCM 6190 5130 20.7%

Net 15 MCM 7600 6660 14.1%

Net 16 MCM 7940 6850 15.9%

topology was generated in Phase I using Hanan points only.

It is seen that in each case, for the nets shown and the timing constraints chosen, signi�cant

reductions in the cost function are permitted by this procedure. Overall, we observed that better

improvements are achievable for technology 2 than for technology 1. The explanation for this stems

from the fact that the driver resistance is lower in technology 2, due to which the resistive e�ects

of interconnect are more pronounced. Under such a situation, a SERT-like algorithm (or Phase 1

of our procedure) is more likely to generate star-like connections that connect more nodes to the

root node. Since many of these connections may, under certain timing constraints, be overkill, in

Phase 2 these connections are moved to be closer to CC. This has the added bene�t of reducing

the routing congestion near the root node.

Speci�cally, in the case of Net 4 in technology 2, it is interesting to observe the routing

topology before and after Phase 2, as shown in Figure 6. Note that the picture is not drawn to

scale, but shows the essential idea that an initial star-like topology is reduced to a nonminimum-

length Steiner tree.

A comparison of the delays with SPICE simulations was made for six nets that were randomly
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Figure 6: Net4 MCM5 after (a) Phase 1 (b) Phase 2

chosen from the 22 nets presented in Tables 1 and 2. It was seen that the discrepancy between

the SPICE delay and the Elmore delay (multiplied by log2) was under 20% at each sink for these

trees. However, it is true that the Elmore delay is not guaranteed to be close to SPICE delays, and

indeed, is often not so. In our future work, we intend to address the extension of this procedure to

higher-order delay models.

The CPU times for the procedure are shown in Figure 7. The y axis shows the average

CPU time over several nets with the same pin count and the relationship illustrates the practical

computational complexity. Since a 20-pin net can be handled in about �fteen seconds, this also

shows that the procedure can realistically be applied to global nets of a reasonable size. It should

be emphasized that this picture is only qualitative since the CPU time can vary depending on the

speci�cations (it depends, for example, on the number of nets to be moved in Phase 2). However,

the graph of the averages illustrates two points: �rstly, the nonlinear variation of the CPU time

with the number of pins, and secondly, that even a 20-pin net can be handled in a reasonable

amount of time.

5 Conclusion

A new technique for �nding a minimum cost Steiner tree subject to timing speci�cations at the sink

nodes has been presented. It has been shown that the use of nonHanan Steiner nodes can provide

noticeable bene�ts in improving the cost of the tree. If the timing speci�cations at the sinks are

very loose, a minimum length Steiner tree is the correct solution, and if the timing speci�cations

are very tight, a minimum-delay Steiner tree is desirable. It is in between these two extremes that
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Figure 7: Variation of CPU times with pin counts.

the MVERT proposed here paper is useful. In real problems such situations are likely to occur often

when routing trees have to be built to conform to timing budgets. This work also shows utility of

considering nonHanan points as candidate Steiner points. The use of this procedure would reduce

the congestion around the root node, particularly for technologies with low driver resistances where

a SERT-like method would be likely to connect many nodes to the source, and also the overall

congestion of the layout since the total wire length is reduced.

It is important to point out that the use of nonHanan nodes is valid only in scenario of

Figure 1(b), and that the value of the timing constraints is important in determining whether

nonHanan nodes will be exercised or not. As justi�ed in Section 1, we believe that it is likely that

in a real situation where the burden of delay reduction is shared by the gates and the interconnects,

the timing constraints will lie within this range.

A primary result that follows from this paper is that it is not enough to consider points

on the Hanan grid as candidate Steiner points. This work can be considered a �rst step in the

direction of nonHanan routing. In real applications, this work must be extended to consider two

more issues. Firstly, in its present form, this work does not address the issue of congestion and

prerouted nets, and is therefore directly applicable to the most timing-critical global nets that are

typically routed initially to allow the maximum routing exibility for these nets. Just as e�orts

have been made to address the problem of simultaneous global routing of several nets using the

Hanan grid (for example, [18]), similar e�orts are needed in the nonHanan environment. Secondly,

the role of bu�er insertion is not considered here, but is important. By inserting a large enough

number of bu�ers, the bu�er resistance can be made to dominate interconnect resistance, and
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only minimum-length Steiner trees are required. However, this is not realistic since adding a large

number of bu�ers can be expensive in terms of area, and may increase the delay of the net beyond

the minimum. Therefore, the problem of optimal bu�er insertion and topology construction in a

nonHanan environment is an important problem to be addressed.

Acknowledgement: The authors thank J. Lillis for helping us realize that the nonHanan

example in [2] had been published before our observations.
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