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Abstract

The problem of power-delay tradeo�s in transistor sizing is examined

using a nonlinear optimization formulation. Both the dynamic and the

short-circuit power are considered, and a new modeling technique is used to

calculate the short-circuit power. The notion of transition density is used,

with an enhancement that considers the e�ect of gate delays on the transi-

tion density. When the short-circuit power is neglected, the minimum power

circuit is identical to the minimum area circuit. However, under our more

realistic models, our experimental results on several circuits show that the

minimum power circuit is not necessarily the same as the minimum area

circuit.
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1 Introduction

With the emergence of portable products and concerns about cooling costs

for computers, power dissipation has emerged as a major design consider-

ation, and considerable research e�ort has been expended in trying to �nd

power-e�cient solutions to circuit design problems. One such procedure

that is applied at the logic or transistor level is the procedure of gate sizing,

which is well known to be a useful tool for reducing circuit delays in CMOS

integrated circuits. Several methods have been proposed as solutions when

the problem is posed as an area-delay tradeo�, such as in the work in [1{4].

There has been relatively less work on incorporating power considerations

into sizing.

The sizing problem can be described as follows. During the optimization

of a circuit, it must be ensured that the worst-case delay of each combina-

tional stage is restricted to be below a certain speci�cation. Given a CMOS

circuit topology, the delay can be controlled by varying the sizes of transis-

tors in the circuit.3 Improvements in the timing behavior of a circuit can be

achieved by increasing the sizes of some transistors in the circuit from the

minimum allowable size, and these improvements are made at the expense

3Here, the size of a transistor is measured in terms of its channel width, since area

and power considerations dictate that the channel lengths must be kept at the minimum

allowable size.
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of additional chip area. However, increasing the sizes of transistors in a

circuit increases the circuit area and often (but not always, as will be shown

later) also leads to increased power dissipation, and hence an optimization

problem must be solved to arrive at an optimal set of transistor sizes that

gives an acceptable tradeo�.

In this work, we �rst examine the properties of the power-delay sizing

problem as a nonlinear optimization problem under an accurate short-circuit

power model. This method also incorporates an accurate method for calcu-

lation of transition densities for switching activity measurement.

Various formulations of the sizing problem may be considered, with one

of area, delay or power constituting the objective function, and with con-

straints on the other two. One practical formulation that we use in this paper

recognizes that a designer's objective is to achieve the best performance at

a given clock period and may be stated as

minimize Power(w) (1)

subject to Delay(w) � Tspec

Area � Aspec

and Each gate size � Minsize

where both Delay and Power are functions of the gate sizes, w 2 Rn

(where n is the number of gate sizes), Tspec and Aspec are, respectively, the

constraints on the circuit delay and area, and Minsize is the minimum gate

size allowed by the technology.

Note that the optimization problem speci�ed in (1) must be solved on
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one combinational subcircuit at a time, and therefore, although the entire

circuit may have a million or more gates, the number of variables in the

sizing problem will be comfortably small.

Previous approaches that have taken power considerations into account

during transistor sizing include [4{8]. The approach in [5] utilizes the idea

that the power of a circuit was a weighted function of the transistor sizes;

however, since it optimizes one path at a time, the approach may lead to

suboptimal solutions. A subsequent approach in [6] uses a heuristic method

and incorporates transition densities [9] into the sizing process. The al-

gorithms in [4, 7] present a linear programming approach to exploring the

power-delay-area tradeo� for a CMOS circuit; we use more accurate nonlin-

ear Elmore delay models in this work. Another linear programming based

approach is presented in [8].

All of the above approaches consider the dynamic power dissipation only,

and neglected the role of the short-circuit power. However, this is not al-

ways a valid assumption. The idea that the short-circuit power accounts for

under 20% of the total power in a \well-designed" circuit is a valid one, but

intermediate circuit parameters obtained during the course of an optimiza-

tion may not correspond to well-designed circuits. These could, for exam-

ple, lead to incorrectly computed gradients in a gradient-based optimization

scheme. The role of short circuit power has been considered in [10,11] using

a short-circuit power measurement formula proposed in [12]. However, the

inaccuracies in this formula due to its limited assumptions could lead to

incorrect optimization results.
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We will see that minimizing a power function that considers only the

dynamic power, without any constraints on the delay, would imply that all

transistors must necessarily be minimum sized. However, a minimum-sized

circuit does not necessarily correspond to a minimum power circuit; the

e�ect is more pronounced when large loads are being driven. An example to

illustrate this fact are described in Section 3.3. Therefore, a more accurate

procedure for estimating the short-circuit power is called for, and one such

method is proposed here.

In this work, we utilize Elmore time constants [13] and estimate the cir-

cuit delay and power dissipation based on this timing model. We use curve-

�tting to determine a short-circuit power dissipation model, and formulate

the sizing problem as a nonlinear optimization problem. This formulation

does not have the property of convexity, and therefore we use a general

nonlinear programming algorithm to arrive at a solution.

In our approach, each gate is characterized by two sizes, Wn and Wp,

corresponding to the n and p device sizes in the gate. As a notational com-

ment, it is worth mentioning here that the term \gate sizes" will henceforth

be used to refer collectively to the Wn and Wp values for all gates in the

circuit. These two variables are the fundamental sizing variables for each

gate in the circuit. We note that further performance improvements are at-

tainable by individually adjusting the sizes of each transistor; however, the

argument in favor of using uniform sizes in a gate is that the impact on the

�nal layout is low. Moreover, since the area measures used here are consis-

tent with such a layout, the performance of the �nal circuit after layout is
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more predictable.

The contributions of this work include appropriate modeling of the power

dissipation, including short-circuit dissipation, for accuracy and ease of op-

timization. We show that power and delay are not necessarily con
icting

objectives; one can sometimes take a minimum area circuit and increase the

sizes of transistors in the circuit to reduce its power dissipation, as reported

in [10]. Also, the minimum power circuit may sometimes have a delay that

is larger than the minimum sized circuit delay.

The paper is organized as follows. Section 2 illustrates the gate-level

model used in this work, followed by a description of the power and delay

models in Sections 3 and 4, respectively. The optimization scheme is de-

scribed in Section 5, and experimental results are presented in Section 6,

followed by concluding remarks in Section 7.

2 Gate-level Modeling of a Circuit

In this approach, we solve the problem at the gate level, where each gate

is reduced to an equivalent inverter whose n- and p- transistor sizes are,

respectively, Wn andWp. The optimal values of the gate sizes may be found

by solving an optimization problem, and these may be mapped back to the

sizes of individual transistors in the gate. One of the advantages of using

gate sizes, Wn and Wp, instead of transistor sizes as fundamental variables

for optimization is that it is easy to achieve regular layouts with such a

procedure. Moreover, as a consequence of this, the area function used to
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estimate the circuit area is more accurate than those that have been used for

transistor sizing in [1] and many other papers. Note that the n-transistors

and the p-transistors are sized independently.

A CMOS gate can be represented by an equivalent inverter with n- and

p- transistor sizes of Wn and Wp, respectively. Each transistor of size x in

the inverter is modeled by a resistance whose value is given by

Ron =

8><
>:

KR=x when the transistor is on

1 when the transistor is o�
(2)

where the value of KR is di�erent for the n- and p-type transistors. Ad-

ditionally, each transistor has associated with it the parasitic capacitances,

Cs; Cd and Cg, at its source, drain and gate, respectively. The dependence

of these on the transistor size x is

Cs = Ksd � x+K 0

sd (3)

Cd = Ksd � x+K 0

sd (4)

Cg = Kg � x+K 0

g (5)

Note that the symmetry of the transistor dictates that the proportionality

constants for the source and drain parasitic capacitances are equal.

The wiring capacitance driven by a gate with f fanouts are estimated as

in [2] using the expression

Cwiring = Parasitic � (f + 0:5) (6)

where Parasitic is a prespeci�ed constant. Note that this is an educated esti-

mate of the parasitic capacitances. If a more accurate estimate is available,

it may be used instead.
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3 Computation of the Power Dissipation of a Cir-

cuit

The power dissipation of each gate in a circuit is the sum of two components:

the dynamic power and the short-circuit power. The power associated with

the leakage current is assumed to be negligible at current supply voltage

values and is not considered. In ultra deep submicron CMOS, leakage cur-

rent will have to included in the optimization formulation; leakage current

models are given in [14].

3.1 Dynamic Power Dissipation

The dynamic power dissipated in a circuit corresponds to the power dissi-

pated in charging and discharging capacitances in the circuit. The magni-

tude of this power for a gate driving a load capacitance CL, operating under

a clock frequency f and having a probability pT of switching is given by

Pdynamic = Cl � V
2

dd � f � pT (7)

where Vdd is the supply voltage.

3.2 Short-circuit Power Dissipation

Unless the waveform that induces switching in a gate is an ideal step wave-

form, there is a second component of the power dissipation, referred to as

the short-circuit power. Since real-life waveforms have nonzero transition

times, the short-circuit power could have a signi�cant contribution to the

total power.
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During the switching of an inverter, when the input voltage value is be-

tween VT and Vdd�VT , where jVT j is the magnitude of the threshold voltage,

both the n- and the p-transistors are on and provide a path for current to


ow directly between Vdd and ground. This current is referred to as the

short-circuit current, and the corresponding wasteful power dissipation is

referred to as the short-circuit power.

Most transistor sizing methods have considered only the dynamic power

dissipation. Recently, a few methods [10, 11] have also considered the con-

tribution short-circuit dissipation, using the following formula for the short-

circuit power from [12]:

Psc =
�

12
(Vdd � 2VT )

3 � � � f � pT (8)

where � is the MOS transistor gain factor, and � is the transition time of

the input transition, and f and pT are as de�ned earlier.

As we will see later, this formula su�ers from some shortcomings, and a

di�erent short-circuit power model is used in this work.

3.3 Limitations of the Short-Circuit Power Model

The formula in (8) was derived for an inverter, and any other gate can be

handled by considering its equivalent inverter. As seen above, during the

transition at the input to an inverter, one transistor is in the process of

turning on, while the other is being turned o�. Equation (8) is predicated

on the following assumptions on an inverter gate:

� the inverter is symmetrical, i.e., �n = �p = �.
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� the inverter has zero load capacitance.

� the transistor that is turning o� is in saturation during the transition.

While these assumptions were adequate for the purpose of the work in [12],

they can cause errors when the formula (8) is used in the context of tran-

sistor sizing. Speci�cally, during sizing, the �rst assumption is typically not

true, and the second assumption can cause errors in estimating short-circuit

power. For example, it has been demonstrated in the example in Figure 4

of [12] that as the load capacitance at the inverter output is increased from

zero to 1pF, under the technology parameters used, the short circuit power

decreases by a factor of about 4.

A minimum sized circuit corresponds to the minimum power circuit when

the short-circuit current is neglected. The reason for this is that the dynamic

power function is a linear function (with positive coe�cients) in the device

sizes, which implies that minimizing the dynamic power without any delay

constraints would cause all devices in the circuit to be minimum-sized.

As shown in [10, 11], when the short-circuit power is not negligible, the

minimum power circuit is not necessarily minimum-sized. The rationale

behind this is illustrated in Figure 7. If gate G drives a large load, then

the waveform at its output will probably have a large transition time. This

implies that its fanout gates may have a signi�cantly large short-circuit

power dissipation since the direct path from Vdd to ground through the n-

and p-transistors is on for a longer duration (this corresponds to a larger

value of � in (8)). If the gate G were to be made slightly larger, its delay
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could be reduced, causing a reduction in this short-circuit power, with an

accompanying increase in the dynamic power since the capacitances of the

transistors in G have been increased by sizing. An appropriate balance must

be found at which the two components of power trade o�. Note that this

balance is critically dependent on the accurate measurement of the short-

circuit power, motivating the need for the model that we will now present.

3.4 A Short-Circuit Power Model

The short circuit power dissipated by an inverter depends on the following

parameters:

� the size of the n-transistor, wn

� the size of the p-transistor, wp

� the input rise time, �

� the output load capacitance, CL

Consider, for a moment a rising transition at the output of the in-

verter, corresponding to a falling transition at the input, as shown in Fig-

ure 7(a). The short circuit current corresponds to the current through the

n-transistor. A schematic of the inverter is shown in Figure 7(b). The n-

and p-transistors have been replaced by (nonlinear) admittances ZN and ZP ,

respectively, that increase as wn and wp are increased, and the capacitance

is shown by a third admittance, ZC .

If ZN is increased and ZP and ZC are kept constant, then the amount of

current that ZN can carry increases, and the short-circuit current through
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ZN increases. If ZP is increased while other admittances are kept constant,

then a similar e�ect is seen. If ZC increases, then a larger fraction of the

current 
owing in from Vdd through ZP is diverted away from ZN , and

therefore, the short-circuit current decreases. Note that the short-circuit

power is simply the short-circuit current multiplied by Vdd, and hence the

implications on the power show the same trend. Similar observations can

be made for the short-circuit power during the output falling transition.

Therefore, as wn or wp increase, the short-circuit power increases, and as

C increases, the short-circuit power decreases. We used SPICE simulations

to generate a large number, m, of data points (we chose m = 160000)

for di�erent values of wn, wp, C and � and attempted to �t the following

function to the data:

Psc =
pX

i=1

�1;iw
�2;i
n w

�3;i
p C�4;i��5;i (9)

�1;i; �2;i; �3;i; �4;i; �5;i 2 R for i = 1; � � � ; p (10)

This function is more general than a polynomial since the exponents may

be arbitrary real numbers, and not necessarily integers.

Given the measured set of data points, wn;j; wp;j ; Cj; �j ; Psc;j; j = 1; � � � ;m,

a sequential quadratic programming (SQP) package [15] was used to �t the

data using the least squares criterion by solving the following optimization

problem to �nd the values of �1;i � � ��5;i:

minimize
mX
j=1

pX
i=1

"
�1;iw

�2;i
n;j w

�3;i
p;j C

�4;i
j �

�5;i
j � Psc;j

Psc;j

#2
(11)

Note that the function is normalized by dividing by Psc;j so that each data

point has the same importance. This optimization must be carried out once
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for a given set of process parameters. The actual optimization problem

takes mere minutes of CPU time, but the generation of m data points using

SPICE is highly computationally intensive.

Although the reader should be warned that our results here were depen-

dent on the speci�c parameters used for simulation, it is worth listing the

results of our optimization procedure. For the output falling transition, the

short-circuit power parameters was observed to vary as

Psc;fall / w0:69
n w0:88

p C�0:10�1:49 (12)

with a 10.2% average least-squares error. For the rising transition, the

calculated values of the parameters were

Psc;rise / w0:75
n w0:82

p C�0:085�1:49 (13)

with a 9.2% average least-squares error.

A few prominent observations about these results are in order:

� p = 1 provided su�cient accuracy, and no additional gains were achiev-

able by using larger values of p.

� For both transitions, the relative e�ect of wp is larger than that of

wn. This is logical, since the mobility in p-transistors is lower than in

n-transistors, with its corresponding implications on admittance.

� For the output rising transition, the relative contribution of wn on the

short circuit power as compared to wp is larger than for the output

falling transition. This is also logical since for the rising transition, the
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p transistor carries both the short-circuit current and the capacitive

charging current, while the n transistor only carries the short-circuit

current. Therefore, increasing the admittance of the n transistor is

likely to have a more pronounced e�ect on the power.

The short-circuit formula requires knowledge of wn, wp, C and � . The

�rst three of these can be calculated easily, and we will not illustrate how

the fourth is calculated. Consider a gate, G, that is driven by another gate,

G1. The transition time of the waveform at the output of gate G1 may

be modeled as twice its Elmore delay, since the Elmore delay is the time

required by the signal at its output to reach 50% of its �nal value. Such an

approach has been used in [3] and has been shown to be accurate.

3.5 Computing Transition Densities

The power consumption of a chip is directly related to the extent of its

switching activity, i.e., the rate at which its nodes are switching. However,

estimating this activity has been very di�cult because it depends on the

speci�c signals being applied to the circuit. For large circuits that consist of

hundreds of thousands of gates, it is impossible to simulate for all possible

inputs. Recently, an estimation technique based on probabilistic simulation

approach has drawn much attention [9, 16{18].

In [9], Najm introduced a measure of switching activity that is called

transition density. The transition density may be de�ned as the \average

switching activity" at a circuit node. Given the signal probability and tran-

sition density of each primary input, the algorithm propagates those values
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through logic modules. However, correlations between internal lines due to

reconvergence are ignored during propagation. In [16], symbolic simulation

is used to produce a set of Boolean functions which represent conditions for

switching at each gate at a speci�c time instance. The transition probability

at a gate is calculated by performing a linear traversal of the Ordered Bi-

nary Decision Diagrams. Due to the use of OBDD, however, the procedure

su�ers from excessive computation time and storage space. In [17], a tagged

transition waveform is proposed to approximate the correlation between two

lines by the correlation between the steady state values of these lines.

The method in [9] is amenable for use in optimization due to its ease

of implementation. However, it may be optimistic, as pointed out by Najm

in [18], where the e�ects of �ltration in real circuits were discussed. This

is essentially due to inertial delays of logic gates which in practice, cause

most glitches to be suppressed. Very short pulses are �ltered out because

the module is not fast enough to respond to them. In order to model this

�ltration e�ect of the circuit inertial delays, a new delay block called a �lter

block is introduced. With such a �ltration mechanism, more accurate and

realistic results can be obtained.

As a consequence, we choose the approach as described in [9] and [18]

to estimate transition density. In the following, we outline the procedures.

For more details on �lter mechanism, the reader is referred to [9, 18].

The chief di�erence between this approach and previous approaches to

using transition density estimates during sizing is that this method considers

the e�ect of gate delays on the transition densities.
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Let P (x) denote the equilibrium probability of a logic signal x(t), i.e.,

P (x) � P (x(t) = 1). It can be shown that

P (x) = lim
T!1

Z T=2

�T=2
x(t)dt (14)

This gives the fraction of time that the signal x(t) is high. Let nx(T ) denote

the number of transitions of x(t) in (�T=2; T=2]. Then the transition density

of x(t), D(x), can be is de�ned to be

D(x) = lim
T!1

nx(T )

T
(15)

It has been shown that, if y = f(x1;x2; � � � ;xn) is a Boolean function

and the inputs xi's are independent, then the density of output y is given

by:

D(y) =
nX
i=1

P (
@y

@xi
)D(xi) (16)

where @y
@x is the Boolean di�erence of y with respect to x and is de�ned as

@y

@x
� yx=1 � yx=0 (17)

For simple gates (AND, OR, etc), the Boolean di�erence can be easily

calculated. For more complex Boolean functions, the OBDD package can be

used to evaluate the Boolean di�erence using equation (17). Finally, given

the probability and density values at the primary inputs, a single pass over

the circuit, using (16), gives the density value at every node.

At this point, the calculated transition density may be overestimated,

especially for high-frequency circuits. To overcome such a problem, a con-

ceptual low-pass �lter is placed at the output of each logic module. Let
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the output of a logic module (thus the input of the low-pass �lter) be x(t).

Let F be the �lter block with input x(t) and output y(t). The behavior

of F can be de�ned by a �nite-state machine with four states as shown in

Figure 7. The state S0 (corresponding to x = y = 0) and S3 (corresponding

to x = y = 1) are stable states. The other two states, S1 (corresponding to

x = 0; y = 1) and S2 (corresponding to x = 1; y = 0), are unstable states.

The �lter will stay in stable states inde�nitely if x does not change. If the

�lter enters states S1 (S2), then it can stay there for at most �0 (�1). Af-

ter the transition period, the �lter will automatically transit to stable state

S0 (S3); or it could fall back to S3 (S0) any time during this period if x

switches back to 1 (0) again. With such a formal model, P (y) and D(y) can

be computed from P (x) and D(x) using the formulations derived in [18].

4 Computation of the Circuit Delay

The Critical Path Method (CPM), (often incorrectly referred to in the lit-

erature as PERT [19]), a standard procedure used in the timing analysis of

digital circuits, is used to compute the maximum overall rise and fall delays

between the primary inputs and primary outputs of the circuit. A trace-

back method is then used to obtain the critical path, which consists of the

set of gates that lie on the largest delay path from a primary input to a

primary output of the combinational network. Two numbers th and tl are

assigned to each gate output node in the circuit, corresponding to the total

rise and fall delay from the primary inputs, respectively.
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The rise and fall delays of each gate are taken to be the Elmore delays

of RC networks that correspond to the rise and fall scenarios, respectively.

These RC networks are easy to build; for the falling transition, they corre-

spond to the resistance of the n-transistor driving the parasitic capacitances

at the gate output. These parasitic capacitances correspond to the sum of

the drain capacitances of the n- and the p-transistor in the equivalent in-

verter corresponding to the current gate, and the sum of the gate terminal

capacitances of all gates that the current gate fans out to. For the rising

transition, the only change is that the resistance of the p-transistor is used

instead of that of the n-transistor.

5 Formulation of the Optimization Problem

In this section, we will temporarily assume that the switching probability at

the output of each gate is independent of the gate sizes. This is, however,

not a valid assumption, and we will remove this assumption later in this

section.

The formal statement of the problem is as given by (1). It has been shown

in previous work [11] that under the above assumption, that the power can

be modeled as a posynomial function [20] of the gate sizes. (However, we

note that the power model used there was that of Equation (8).) It is well

known that the circuit delay is a maximum of posynomials [1]. This implies

that under a simple transformation, the power may be mapped on to a

convex function, and the delay on to a maximum of convex functions, which
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is also convex [21]. This is a convex optimization problem, with the property

that any local minimum is also a global minimum.

Under the formulation presented here, the short-circuit power function

is not a posynomial since C is a sum of capacitances, each capacitance being

directly proportional to a gate size, and the exponent of C is negative. Note

that this is unavoidable during modeling since Psc decreases as C increases,

and vice versa. This e�ect can be captured in the expression for Psc either

by

(a) using a negative coe�cient for the C term, or

(b) using a negative exponent for C.

In fact, in our model, we see that the latter option gave the best �t. In the

�rst case, we would clearly violate the criteria for posynomiality, while in

the second, C, which is a weighted sum of gate sizes, is in the denominator,

also preventing Psc from being a posynomial function of the gate sizes.

The optimization problem is stated as:

minimize Power(w) (18)

subject to Delay(w) � Tspec

Area(w) � Aspec

and Each gate size � Minsize

where Delay(w) and Power(w) are functions of the vector of gate sizes, w.

This is a general nonlinear optimization problem, and we use a sequential

quadratic programming package [15] to solve it.
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Therefore, we may solve the power-delay-area tradeo� for a �xed set of

gate switching probabilities as described above. However, as pointed out in

Section 3.5, the switching probabilities are dependent on the gate delays,

which are, in turn, dependent on the gate sizes, and therefore the above

assumption is not quite valid. Consequently, we use the following scheme to

solve the gate sizing problem:

error = 1;

Set all gates to Minsize;

Calculate gate delays;

Compute pT = transition probability vector at each gate for current gate delays;

while (error > �) f

oldpT = pT;

Solve gate sizing (nonlinear optimization) problem assuming pT above;

Calculate gate delays corresponding to gate sizes calculated above;

Compute pT = vector of transition probabilities

at each gate based on current gate delays;

error = % change in power under pTi
as compared to oldpTi

g

We �rst calculate the transition probabilities with all gates set to mini-

mum size. Next, taking these transition probabilities to be �xed, we solve

the gate sizing problem, which is a nonlinear programming problem under

this assumption. However, the assumption may be invalid, since the gate de-

lays a�ect the switching probabilities. Therefore we recompute the switching

probabilities for the new set of gate delays, and continue the iterations until

the switching probabilities converge. In practice, we see that convergence
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occurs in a very small number of iterations (no more than four iterations for

the circuit examples that we tried).

The nature of the variations in the transition probabilities with gate

delays are of the type that in many cases, it is not enough to calculate

the transition probabilities for the minsized circuit and use them during

the optimization. However, it is also true that the variations are small

enough that the procedure above gives a good solution in a small number

of iterations.

6 Experimental Results

The algorithm described above has been implemented as a C program on an

HP735 workstation. Table 1 illustrates the power-delay tradeo� for various

benchmark circuits under various delay speci�cations. The �rst column

lists the circuit name. The delay, Du, and area, Au, for the circuit when all

devices are minimum-sized are also shown, with the area being measured as

the sum of transistor sizes. A timing speci�cation is placed on the circuit,

and it is optimized for the minimum power under that constraint. The

corresponding power, as a fraction of the power Pu of the unsized circuit,

and circuit area found by the algorithm are shown in the next three columns.

The �rst result line for each circuit shows the minimum power circuit and

its corresponding delay.

In most cases, it was found that the results were obtained in one or

two iterations of the algorithm shown in Section 5. In a few rare cases,
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three or even four iterations were needed. The explanation for the small

number of iterations is that while the transition densities are dependent on

the delay, this dependence is quite weak. The value of � used to control

convergence was set to 0.001. The bulk of the computation is consumed

by the optimization algorithm, and the CPU time required for transition

density calculations is virtually negligible.

For each circuit, as the delay speci�cation is made tighter, the minimal

power dissipation required to achieve the speci�cation increases nonlinearly

and monotonically. Interestingly enough, the circuit area does not necessar-

ily increase monotonically, as seen in circuit cht.

Traditional estimates of power for sizing purposes have considered only

the dynamic component of power, given by Equation (7). The dynamic

power function is a linear function (with positive coe�cients) in the de-

vice sizes. Therefore, minimizing the dynamic power without any delay

constraints implies that all devices in the circuit must be minimum-sized.

However, when one considers the role of short-circuit current, this may not

remain so. If a gate G drives a large capacitance, it will have a slow rise

time. Therefore, the transition time at the input to any fanout gate is sig-

ni�cant and the short-circuit power is noticeable. To optimize the power, it

may be necessary to size G to reduce the transition time at its output, and

therefore, the short-circuit current for any fanout gate of G.

A curious side-e�ect of this is seen for circuit cht, where the delay of

the minimum power circuit is actually larger than that of the minimum area

circuit. This arises because a gate that is on an o�-critical path has a large
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delay, and it must be sized to reduce the short-circuit power of its fanouts.

This sizing leads to a larger capacitance that must be driven by a gate on

the critical path, leading to an increased delay.

A similar e�ect is also seen in circuit cordic, where the minimum power

circuit has a larger area than the minimum area circuit, but has the same

delay. In this case, some gates o� the critical path were sized to minimize

the power, but this sizing did not a�ect the critical path.

We caution the reader that the minimum area circuit is not always dif-

ferent from the minimum power circuit, and this was seen in several cases

in the benchmark suite, particularly in the smaller circuits. However, it was

found that for the larger circuits, the minimum area and minimum power

points were distinct. This is consistent with the fact that larger circuits

often have larger delays, which implies that the transition time at the input

to some gates is liable to be relatively large, leading to more short-circuit

power dissipation.

7 Conclusion

An algorithm for sizing with power considerations has been presented. The

sizing problem for power-delay-area tradeo�s is formulated as a nonlinear

optimization problem, and is solved using a sequential quadratic program-

ming algorithm. Results on various benchmark circuits have been shown.

By considering the dynamic power dissipation alone while sizing, as has

been commonly done, the minimum power circuit under no delay constraints
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corresponds to the minimum-sized circuit. It has been shown here that when

the short-circuit power dissipation for a minimum area circuit is signi�cant,

as in the case where large interconnect capacitances or o�-chip capacitances

must be driven, the minimum power circuit does not correspond to the

minimum sized circuit. In such a case, reduction of the circuit delay and

power dissipation are not necessarily contradictory objectives, and a certain

amount of delay reduction is available at no additional expenditure in power;

in fact, the minimum power circuit is achieved by sizing some gates in the

circuit. Additionally, it is also possible for the minimum power circuit to

have a larger delay than the minimum area circuit.

References

[1] J. Fishburn and A. Dunlop, \TILOS: A posynomial programming ap-

proach to transistor sizing," in Proceedings of the IEEE International

Conference on Computer-Aided Design, pp. 326{328, 1985.

[2] J.-M. Shyu, A. L. Sangiovanni-Vincentelli, J. Fishburn, and A. Dunlop,

\Optimization-based transistor sizing," IEEE Journal of Solid-State

Circuits, vol. 23, pp. 400{409, Apr. 1988.

[3] S. S. Sapatnekar, V. B. Rao, P. M. Vaidya, and S. M. Kang, \An exact

solution to the transistor sizing problem for CMOS circuits using convex

optimization," IEEE Transactions on Computer-Aided Design, vol. 12,

pp. 1621{1634, Nov. 1993.

24



[4] M. R. Berkelaar and J. A. Jess, \Gate sizing in MOS digital circuits

with linear programming," in Proceedings of the European Design Au-

tomation Conference, pp. 217{221, 1990.

[5] K. S. Hedlund, \AESOP : A tool for automated transistor sizing,"

in Proceedings of the ACM/IEEE Design Automation Conference,

pp. 114{120, 1987.

[6] C. H. Tan and J. Allen, \Minimization of power in VLSI circuits using

transistor sizing, input ordering, and statistical power estimation," in

Proceedings of the 1994 International Workshop on Low Power Design,

pp. 75{80, 1994.

[7] M. R. C. M. Berkelaar, P. H. W. Buurman, and J. A. G. Jess, \Com-

puting the entire active area/power consumption versus delay trade-o�

curve for gate sizing with a piecewise linear simulator," in Proceedings of

the IEEE/ACM International Conference on Computer-Aided Design,

pp. 474{480, 1994.

[8] Y. Tamiya, Y. Matsunaga, and M. Fujita, \LP based cell selection with

constraints of timing, area and power consumption," in Proceedings of

the IEEE/ACM International Conference on Computer-Aided Design,

pp. 378{381, 1994.

[9] F. N. Najm, \Transition density, a stochastic measure of activity in

digital circuits," in Proceedings of the ACM/IEEE Design Automation

Conference, pp. 644{649, 1991.

25



[10] M. Borah, R. M. Owens, and M. J. Irwin, \Transistor sizing for low

power CMOS circuits," IEEE Transactions on Computer-Aided Design,

vol. 15, pp. 665{671, June 1996.

[11] S. S. Sapatnekar and W. Chuang, \Power vs. delay in gate sizing: Con-


icting objectives?," in Proceedings of the IEEE/ACM International

Conference on Computer-Aided Design, pp. 463{466, 1995.

[12] H. J. M. Veendrick, \Short-circuit dissipation of static CMOS circuitry

and its impact on the design of bu�er circuits," IEEE Journal of Solid-

State Circuits, vol. SC-19, pp. 468{473, Aug. 1984.

[13] J. Rubenstein, P. Pen�eld, and M. A. Horowitz, \Signal delay in RC tree

networks," IEEE Transactions on Computer-Aided Design, vol. CAD-2,

pp. 202{211, July 1983.

[14] P. E. Allen and D. R. Holberg, CMOS Analog Circuit Design. New

York, NY: Oxford University Press, 1987.

[15] C. Lawrence, J. L. Zhou, and A. L. Tits, \User's Guide for CFSQP

Version 2.4: A C Code for Solving (Large Scale) Constrained Nonlinear

(Minimax) Optimization Problems, Generating Iterates Satisfying All

Inequality Constraints," Tech. Rep. TR-94-16r1, Institute for Systems

Research, University of Maryland, College Park, Feb. 1996.

[16] A. Ghosh, S. Devadas, K. Keutzer, and J. White, \Estimation of aver-

age switching activity in combinational and sequential circuits," in Pro-

26



ceedings of the ACM/IEEE Design Automation Conference, pp. 253{

259, 1992.

[17] C.-Y. Tsui, M. Pedram, and A. M. Despain, \E�cient estimation of dy-

namic power consumption under a real delay model," in Proceedings of

the IEEE/ACM International Conference on Computer-Aided Design,

pp. 224{228, 1993.

[18] F. N. Najm, \Low-pass �lter for computing the transition density in dig-

ital circuits," IEEE Transactions on Computer-Aided Design, vol. 13,

pp. 1123{1131, Sept. 1994.

[19] T. M. Burks, K. A. Sakallah, and T. N. Mudge, \Critical paths in cir-

cuits with level-sensitive latches," IEEE Transactions on VLSI Systems,

vol. 3, pp. 273{291, June 1995.

[20] J. Ecker, \Geometric programming: methods, computations and appli-

cations," SIAM Review, vol. 22, pp. 338{362, July 1980.

[21] D. G. Luenberger, Linear and Nonlinear Programming. Reading, Mas-

sachusetts: Addison-Wesley, 2nd ed., 1984.

27



G

Figure 1: E�ects of short-circuit power dissipation.
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Figure 2: Examining the e�ect of wn, wp and C on short circuit power.
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Table 1: Minimizing Power under Delay Constraints

Circuit Timing Area Power
Pu

CPU Time

Spec.(ns) (Iterations)

cm138a (90 tran) > 97.0ns 167.7 0.9929 17s(1)
90ns 173.7 1.0007 39s(2)

Du = 118.0ns 80ns 191.2 1.0093 89s(1)
Au = 162.0 75ns 202.8 1.0200 314s(4)

i1 (168 tran) > 147ns 303.3 0.9997 6.7m(1)
120ns 309.2 1.0026 4.3m(1)

Du = 150.5ns 100ns 313.8 1.0046 6.4m(2)
Au = 302.4 80ns 335.8 1.0125 15.2m(1)

cordic (386 tran) > 199.0ns 699.6 0.9986 32m(1)
150ns 732.4 1.0055 121m(4)

Du = 199.0ns 140ns 752.2 1.0070 106m(2)
Au = 694.8 130ns 914.4 1.0237 324m(2)

comp (588 tran) > 326.7ns 1078.3 0.9974 182m(1)
Du =331.3ns 300ns 1086.3 1.0044 518m(2)
Au =1058.4 280ns 1138.9 1.0148 1001m(2)

c8 (698 tran) > 238.2ns 1260.5 0.9964 126m(1)
Du = 238.2ns 230ns 1269.3 0.9978 445m(1)
Au = 1256.4 220ns 1277.9 0.9992 779m(1)

cht (870 tran) > 288.7ns 1585.9 0.9570 413m(1)
Du = 286.2ns 260ns 1585.2 0.9612 2412m(1)
Au = 1566.0 240ns 1662.7 0.9830 985m(1)


