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Abstract

Consider a stationary stochastic input driving a known
linear filter and assume knowledge of the resulting co-
variance of the state vector. We are interested in char-
acterizing all input spectra which are consistent with
the given state-covariance. We first identify the depen-
dance of the state covariance on the filter equations and
then characterize all admissible input power spectra via
solutions to a rclated analytic interpolation problem.

1 Introduction

Given a finite-dimensional lincar filter which is driven
by some wunknown multivariable stationary input
stochastic process, we address the following questions:
(i) what is the structure of the state-covariance? and
(ii), assuming knowledge of the state-covariance, what
are all possible power specira for the inpul process? It
turns out that state-covariances, besides being non-
negative definite which of course is necessary, are com-
pletely characterized by a rank condition. The second
question, in essence, suggests looking at spectral csti-
mation as an inverse problem. It turns out that this is
a very fruitful viewpoint as it transforms the problem
into one in analytic function theory, a problem akin to
those in He-control. In fact, (ii) becomes a Nehari-
type problem. Existence and paramectrization of solu-
tions is the subject of Theorems 2 and 3 below. We
develop the theory in the context of discrete-time sys-
tems and processes. The continuous-time case is briefly
discussed in the final section,

The present paper is a continuation of [9] where the
same questions have been addressed for the casce of fil-
ters with scalar input, and it is a summary of [10, 11]
where a complete exposition of the theory is presented.
Here, we overview the theoretical development. Ap-
plications to some interesting cxamples of inherently
multivariable stochastic signals, such as polarimetric
synthetic aperture imaging and maultifrequency radar
and ultrasound, will be reported elsewhere.
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2 Problem formulation

Consider the lincar discrete-time state equations

T} Azp_ | + Bug, for ke Z,

(1)

where 7, € C*, up € C", A € C***, B € ("™,
(A, B) is a controllable pair, and the eigenvalues of A
lic in the open unit disk of the complex plane. Lct
{ux : k¥ € Z} be a zero-mean stationary stochastic
process with power spectrum du(f); ie., du(d), for
¢ € (—m, 7], is a non-negative matrix-valued measure
having as Fourier-Stieljes cocfficients the sequence of
covariance lags of u:
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where £{-} denotes the expectation operator. Then,
under stationarity conditions, the state covariance

= Elapay}
satisfics
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where

G(A):=( - AA)'B.

is the transfer function of system (1). Note that we
use A to denote the transform of the delay operator
and therefore G{)) is analytic in the unit disc of the
complex plane. Our goalis to study the correspondence
in equation (3) between £ and p. More specifically,
given knowledge of the system parameters (4, B), we
pose and answer the following questions:

Question 1 How can we tell that a given non-negative
definite matrix X qualifies as a state covariance of (1)?

Question 2 Given a state covariance X of system (1).
characterize the set of power spectra for the input pro-
cess which are consistent with X, i.e., characterize non-
negative measures du which satisfy (3).

We provide answers and discuss the relevant theory in
sections 4 through 7 below.


















