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Abstract

In this paper, we perform an input-output analysis
of the linearized Navier-Stokes equations by inves-
tigating their spatio-temporal ’impulse response’.
Our first motivation for this problem comes from
experimental work, where transition to turbulence
is observed to occur either naturally, with so-called
’turbulent spots’, or when these spots are intention-
ally induced in the flow by deliberate external exci-
tation, which can be modeled as a spatio-temporal
impulse body force in the Navier-Stokes equations.
We compare this computed spatio-temporal im-
pulse response to observed characteristics of tur-
bulent spots and find significant qualitative agree-
ment. Our other motivation is to fully probe the
dynamics of the linearized equations, and we find
that they exhibit rich and complex structures hith-
erto unseen by other analysis methods.

1 Introduction

One of the main issues in the theory of hydrody-
namic stability for fluid flows is to determine the
structure of flow perturbations that lead to transi-
tion to turbulence. The classical approach to this
problem involves the spectral (i.e. normal mode)
analysis of the Navier-Stokes equations linearized
around certain laminar flow condition. For low
Reynolds numbers all flows are stable, and clas-
sical analysis is thus concerned with finding the
critical Reynolds numbers at which unstable nor-
mal modes appear, or equivalently, when the gen-
erator of the evolution equation becomes unsta-
ble. For wall bounded shear flows, this analysis
leads to transition theories based on the well known
Tollmien-Schlichting waves, which have long been
considered to be the primary mechanism of insta-
bility leading to transition. However, this theory is
quite unsatisfactory for describing experimentally
observed phenomena in so-called ’natural transi-
tion’. In such cases, the transition Reynolds num-
bers, as well as the dominant flow structures, are
not related to Tollmien-Schlichting waves.

1Research supported in part by NSF under Grant ECS-
96-24152.

It has become clear from recent work [1, 2, 3, 4, 5]
that this long-standing difficulty with classical lin-
ear hydrodynamic stability theory is overcome by
a different analysis of the linearized Navier-Stokes
equations. It turns out that these equations repre-
sent a system, though nominally stable (at most
Reynolds numbers), which is extremely sensitive
to external excitations and unmodeled dynam-
ics. For instance, despite the fact that the equa-
tions represent a stable evolution (for e.g. pipe
flows, or Poiseuille flow for Reynolds numbers be-
low 5772), the margin of stability of a robust sta-
bility problem is very small, and decreases with
Reynolds number. Furthermore, under external ex-
citation (which is arguably present in all physical
flow problems), disturbances are amplified signifi-
cantly. Perhaps the most dramatic difference be-
tween this analysis and the classical one is cap-
tured in the fact that under external excitations,
the input-output resonances of the equations oc-
cur at very different spatio-temporal frequencies
than the poorly damped modes of the system.
These poorly damped modes represent Tollmien-
Schlichting waves, while the input-output reso-
nances are related to the streamwise vortices and
streaks, which are ubiquitous in transitioning shear
flows and fully turbulent boundary layers.

In this paper, we carry the input-output analysis
further by investigating the ’impulse response’ of
the linearized Navier-Stokes equations. Our mo-
tivation for this problem comes from experimen-
tal work where transition is observed to occur ei-
ther naturally, beginning with so-called ’turbulent
spots’, or when these spots are intentionally in-
duced in the flow by deliberate external excitation.
This external excitation can often be modeled as a
spatio-temporal impulse occurring as a body force
in the Navier-Stokes equations. Our intention is
to compare the spatio-temporal impulse response
of the linearized Navier-Stokes equations with ob-
served characteristics of turbulent spots.

Another motivation for considering a spatio-
temporal impulse response is the need to fully
probe the dynamics of the linearized Navier-Stokes
equations. These equations have recently been



shown to have richer and more complex dynamical
behavior than previously thought. Other analysis
methods, such as normal modes or eigenfunction
expansions, typically do not show the full range
of behaviors of these equations. A spatio-temporal
impulse response appears to be an effective analysis
method, since all modes of the system are excited
simultaneously. This intuition appears to be jus-
tified by our results, which show that the impulse
response exhibits complex flow structures hitherto
unseen in any other linear analysis.

Our methodology involves deriving an evolution
model where the linearized Navier-Stokes equations
are subject to body forces that model external ex-
citations. These excitations represent several in-
fluences such as wall roughness, free stream turbu-
lence and/or neglected nonlinearities. The under-
lying equations are partial differential equations in
three dimensions. We investigate the impulse re-
sponse by exploiting the spatial invariance of the
equations in two of the dimensions (the so-called
streamwise and spanwise directions), and numer-
ically approximating the PDE in the remaining
wall-normal direction. The first part of the paper
is devoted to deriving the input-output model, the
impulse response computations and the numerical
schemes used. In the remainder, we present the nu-
merical results, compare the computed flow fields
with experimental observations, and make some
conclusions about the utility of the impulse re-
sponse in understanding the behavior of distributed
parameter systems.

2 Linearized Navier-Stokes Equations
Subject to External Forces

A three dimensional channel flow between two par-
allel infinite plates is considered (See Figure 1 for
geometry). In the case of incompressible flow,
with a nominal velocity profile Um(x, y, z) = U(y),
−1 ≤ y ≤ 1 the perturbations of the velocity and
pressure fields are to satisfy the linearized Navier-
Stokes equations

∂tu+ U∂xu+ U ′v = −∂xp+
1
R

∆u,

∂tv + U∂xv = −∂yp+
1
R

∆v,

∂tw + U∂xw = −∂zp+
1
R

∆w,

(1)

and the continuity equation

∂xu+ ∂yv + ∂zw = 0. (2)

All velocities and lengths are non-dimensionalized
by the maximal velocity U0 and the half-width of
the channel L, respectively. These two quantities,
together with the kinematic viscosity ν determine
the value of the Reynolds number, R := U0L

ν . The
three dimensional Laplacian is denoted by ∆ :=
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Figure 1: Three dimensional channel flow.

∂2
xx + ∂2

yy + ∂2
zz, and U ′ := ∂yU . Each field is as-

sumed to be both temporally and spatially varying,
e.g. p = p(x, y, z, t). The linearized Navier-Stokes
equations can be also considered in a slightly differ-
ent way. The mathematical representation given by
(1) is derived based on the assumption that no ex-
ternal body forces are present. This assumption is
hardly plausible in the real setting. Different kinds
of disturbances always accompany any fluid flow.
Let us mention some of them: surface irregulari-
ties, free stream disturbances, acoustics, vibrations
of the wind tunnel walls, etc. In order to include
their influence, additional terms can be added on
the right hand side of the equation (1)

∂tu+ U∂xu+ U ′v = −∂xp+
1
R

∆u+ Fu,

∂tv + U∂xv = −∂yp+
1
R

∆v + Fv,

∂tw + U∂xw = −∂zp+
1
R

∆w + Fw.

These terms can account for the neglected nonlin-
earities, as well.

One can rewrite the last equations as

∂t

 u
v
w

 = Ā

 u
v
w

−
 ∂x
∂y
∂z

 p+

 Fu
Fv
Fw

 , (3)

and think of them as a dynamical system with a
forcing term F :=

[
Fu Fv Fw

]′
and an in-

put p. The latter has to adjust itself in order for
the continuity equation to be satisfied. Equation
(2) implies that the state of the system (3) evolves
in a divergence free linear subspace determined by
N (div), where N (·) denotes the null space of a cer-
tain operator. Hence, the state of the system un-
der consideration can be parametrized by only two
fields. Clearly, this parameterization may be done
in a number of different ways. A choice that is
particularly suitable is given in terms of the wall
normal velocity and vorticity fields

ψ :=
[

v
ωy

]
=
[

0 I 0
∂z 0 −∂x

] u
v
w

 . (4)

By combining (3) and (2) we can express pressure
as a function of v, U ′, Fu, Fv and Fw

∆p = −2U ′∂xv + ∂xFu + ∂yFv + ∂zFw, (5)



while by applying the Laplacian to the second row
of (3) we obtain

∆∂tv = −∆(U∂xv)− ∂y(∆p) +
1

R
∆2v + ∆Fv. (6)

A single equation for the wall normal velocity v is ob-
tained by substituting (5) into (6)

∆∂tv = − U∂x∆v + U ′′∂xv + 1
R

∆2v

− ∂2
xyFu + (∂2

xx + ∂2
zz)Fv − ∂2

yzFw,

while a single equation for its wall normal vortic-
ity counterpart is obtained by subtracting the partial
derivative of the third row of (3) with respect to x from
∂z of the first row of the same equation

∂tωy = −U ′∂zv − U∂xωy +
1

R
∆ωy + ∂zFu − ∂xFw.

In that way we are able to convert the model expressed
by (3) and (2) into a more suitable form

∂t

[
v
ωy

]
=

[
L 0
C S

] [
v
ωy

]
+ BF

=: Aψ + BF,
(7)

where

L := ∆−1
(
−U∂x∆ + U ′′∂x + 1

R
∆2
)
,

S := −U∂x + 1
R

∆,

C := −U ′∂z,
(8)

and

B :=

[
∆−1 0

0 I

] [
− ∂2

xy ∂2
xx + ∂2

zz − ∂2
yz

∂z 0 − ∂x

]
.

A great advantage of the mathematical representation
given by equation (7)1 is that the only additional con-
straints that the wall normal velocity and vorticity
fields have to obey are the boundary conditions

v(x,±1, z, t) = ∂yv(x,±1, z, t) = 0,
ωy(x,±1, z, t) = 0, ∀x, z, t ∈ R.

These constraints follow from the no-slip boundary con-
ditions on the original velocity fields and the continuity
equation.

The operators L and S are called the Orr-Sommerfeld
and Squire operators, respectively, while the operator
C represents the coupling from the wall normal velocity
to the wall normal vorticity.

A closer look at the model in the evolution form reveals
that the generator A is translation invariant in the x
and z directions (but not in y!). This fact allows us to
find the Fourier transforms of the wall normal velocity
and vorticity fields2

ψ̂(kx, y, kz, t) :=

∫
R

∫
R

ψ(x, y, z, t) e−i(xkx+zkz) dx dz,

where i is the imaginary unit, while kx and kz are the
spatial frequencies or the so-called wave-numbers in the
streamwise and spanwise directions. In this way, the

1The model given by this equation will be referred to as
the model in the evolution form.

2As well as the Fourier transform of the forcing term.

model given by equation (7) simplifies to the one di-
mensional PDE parametrized by kx and kz

∂t

[
v̂
ω̂y

]
=

[
L̂ 0

Ĉ Ŝ

] [
v̂
ω̂y

]
+ B̂F̂

=: Âψ̂ + B̂F̂ , (9)

where L̂, Ŝ, and Ĉ represent the Fourier transforms of
the operators defined in (8)

L̂ := ∆−1
(
−ikxU∆ + ikxU

′′ + 1
R

∆2
)
,

Ŝ := −ikxU + 1
R

∆,

Ĉ := −ikzU ′.

Note that the Laplacian, once the Fourier transform is
applied, becomes equal to ∆ = ∂2

yy − k2
x − k2

z .

3 Spatio-Temporal Impulse Response of the
Linearized Navier-Stokes Equations

Our ultimate goal in this section is to compute the re-
sponse of the system whose mathematical model can be
represented by (7). We assume the forcing of the form

Fu = Fw = 0, Fv ≈ δ(x, y + 1− ε, z, t),

where δ(x, y + 1 − ε, z, t) is the Dirac delta function
and 0 < ε � 1. This means that we want to intro-
duce an input in the form of a spatio-temporal impulse
function, located near the lower wall, that enters only
into the equation governing wall normal velocity com-
ponent. This particular choice is appealing because
it should help us get a better understanding of how
changes in v influence, through the coupling term C,
the evolution of ωy [5].

Based on our choice of the forcing term one rewrites (9)
as

∂tψ̂ =

[
L̂ 0

Ĉ Ŝ

]
ψ̂ +

[
−∆−1(k2

x + k2
z)

0

]
F̂v, (10)

where

F̂v(kx, y, kz, t) =
∫
R

∫
R
Fv(x, y, z, t) e−i(xkx+zkz) dxdz

= δ(y + 1− ε, t),

with the boundary conditions on v̂ and ω̂y given by

v̂(kx,±1, kz, t) = ∂y v̂(kx,±1, kz, t) = 0,

ω̂y(kx,±1, kz, t) = 0, ∀kx, kz, t ∈ R.
(11)

Subsection 3.1 describes, in detail, the numerical pro-
cedure used for solving equation (10) subject to the
previously described forcing term, and the boundary
conditions given by (11). Subsection 3.2 contains the
description of simulation results obtained by comput-
ing the impulse response of the linearized Navier-Stokes
equations in the case of Poiseuille flow.

3.1 Numerical Approximation of the PDE’s
It is well known that analytical solutions of PDE’s
can be obtained only under extremely special circum-
stances. For that reason, one usually resorts to finite
dimensional representations of the underlying opera-
tors, by assuming that the solution of a PDE can be
approximated by the sum of a certain number of basis



functions [6]. It is obvious that if the basis functions in-
dividually satisfy the homogeneous boundary condition
imposed on the function that we are after, then their
sum will satisfy it as well. This is the first condition
that each basis function is to fulfill. They also have to
be easily computable and complete.

Despite the fact that there exist many basis functions
satisfying these properties, the choice that is extremely
suitable for a number of applications is either ordinary
Fourier series or Chebyshev polynomials. The latter is
the one that we will consider since it is extremely robust
and gives good results in almost all situations [6].

The Chebyshev polynomial of degree n is defined by

Tn(cos θ) := cosnθ, n = 0, 1, 2, . . .

Based on this relationship, several Chebyshev polyno-
mials can be obtained by introducing the replacement
y = cos θ

T0(y) = 1, T1(y) = y, T2(y) = 2y2 − 1, · · · .

From the above it is obvious that y ∈ [−1, 1] and
|Tn(y)| ≤ 1, ∀n = 0, 1, 2, . . . and ∀ y ∈ [−1, 1]. The
Chebyshev polynomial of degree n has exactly n roots,
n maxima and n minima. All the maxima and minima
are equal to +1 and −1, respectively.

Chebyshev polynomials can be defined alternatively by
the three-term recurrence

Tn+1(y) = 2yTn(y)− Tn−1(y), ∀n ≥ 1, (12)

with T0(y) = 1 and T1(y) = y. These relations play an
invaluable role in the process of resorting to finite di-
mensional approximations of the operators. One more
recursive relation deserves to be mentioned. It gives
a connection between the n-th Chebyshev polynomial
and the first derivatives, with respect to y, of the two
adjacent polynomials

Tn(y) =
1

2

(
T
′
n+1(y)

n+ 1
− T

′
n−1(y)

n− 1

)
, ∀n ≥ 2. (13)

At first glance Chebyshev polynomials have a serious
drawback: they are not orthogonal. This means that∫ 1

−1

Tn(y)Tm(y)dy 6= δnmα
2
n,

where δnm is the Kronecker delta function, and the con-
stants {αn} are the so-called normalization constants.

However, this problem can be overcome by defining the
inner product in a slightly different manner. Suppose
that the inner product is given by

〈Tn(y), Tm(y)〉 =

∫ 1

−1

Tn(y)Tm(y)η(y)dy, (14)

where η(y) is a weight function. For η(y) = 1√
1−y2

,

the Chebyshev polynomials become orthogonal with re-
spect to the inner product defined by (14). Mathemat-
ically expressed

〈Tn(y), Tm(y)〉 =


π, n = m = 0,
π

2
, n = m 6= 0,

0, n 6= m.

The next natural step is to choose basis functions for
the v̂ and ω̂y bases. These functions have to satisfy
boundary conditions given by (11). The most suitable
choice in our case is the one that defines the v̂ basis
functions φn(y), and the ω̂y basis functions ψn(y) in
the following way

φn(y) := (1− y2)2Tn(y), ψn(y) := (1− y2)Tn(y). (15)

All steps described above are necessary for the applica-
tion of the Galerkin method. This method belongs to
the class of the so-called spectral techniques. The main
characteristic of spectral procedures is that the solution
of a given equation is assumed to be represented as a
sum of a finite number of basis functions. If we assume
that the number of v̂ and ω̂y basis functions is equal to
N and M , respectively, we can express v̂ and ω̂y as

v̂(kx, y, kz, t) ≈
N∑
n=0

an(kx, kz, t)φn(y), (16)

ω̂y(kx, y, kz, t) ≈
M∑
n=0

bn(kx, kz, t)ψn(y), (17)

where an(kx, kz, t) and bn(kx, kz, t) are the so-called
spectral coefficients. With a slight abuse of notation,
we refer to them as an(t) and bn(t), bearing in mind
that they are functions of time parametrized by spatial
frequencies kx and kz. These coefficients are computed
as a solution of a first order ODE obtained as a result
of applying Galerkin method to equation (10). In order
to get that ODE we have to find matrix representations
of all operators entering (10) and to express F̂v in terms
of v̂ basis functions. The last problem is the one that
we describe here.

Since the forcing term is to be obtained as a func-
tion of φn’s, we have to approximate it in y direction
with something that is similar to a Dirac function. We
choose F̂v of the form

F̂v = δ(y + 1− ε, t) ≈ F̂vyδ(t) = exp{−500(y + 0.9)2}δ(t).

Clearly, the shape of the disturbance is not an ideal
impulse in the y direction, but it is an approximation
that is good enough to capture the phenomena we are
interested in.

We shall continue by describing how one can find the
representation of F̂vy in terms of v̂ basis functions. This
problem amounts to finding coefficients cn in the follow-
ing expression

F̂vy =

N∑
n=0

cnφn(y) =
[
φ0(y) · · · φN (y)

] 
c0

...

cN

 .
This can be done by multiplying the last equation from

the left hand side by
[
φ0(y) · · · φN (y)

]′
and in-

tegrating from −1 to +1, using the previously defined
weight function η(y). By doing so one can determine
the vector c as

c = Φ−1l, (18)

where Φ is the (N + 1) × (N + 1) matrix whose
ij-th element is determined by 〈φi−1 , φj−1 〉 =



∫ 1

−1
φi−1(y)φj−1(y)η(y)dy, η(y) = 1√

1−y2
, and l is the

(N + 1) vector with li :=
〈
F̂vy, φi−1(y)

〉
.

The second term on the right hand side of (18) is com-
puted by performing numerical integration, while the
first one can be determined without doing so by ex-
ploiting the fact that each φn(y) can be expressed as
a linear combination of Chebyshev polynomials3. In
that way, the (N + 1)× (N + 5) transformation matrix
that maps the sequence of Chebyshev polynomials into
the sequence of v̂ basis functions, in the N -th order
Galerkin approximation, is easily determined. Denot-
ing that matrix by P , we can write

φ0(y)

...

φN (y)

 = P


T0(y)

...

TN+4(y)

 . (19)

Thus, the matrix Φ is determined by

〈
φ0(y)

...

φN (y)

 , [ φ0(y) · · · φN (y)
]〉

= P

〈
T0(y)

...

TN+4(y)

, [ T0(y) · · · TN+4(y)
]〉

P ′

= PGP ′,

where 〈 · , · 〉 is the inner product defined by (14) and
the (N + 5)× (N + 5) matrix G is given by

G = diag {π, π
2
, . . . ,

π

2
}.

In a similar manner one can determine the matrix
representations of all operators appearing in equation
(10). It is important to notice that there is no need
to perform numerical integration to do so, because
of the appropriate choice of basis functions (15), and
nice properties of the Chebyshev polynomials (12) and
(13). In that way, the transformed model in the evolu-
tion form is converted into a set of first order ODE’s,
parametrized by kx and kz, that has to be solved in or-
der to obtain the values of the spectral coefficients an(t)
and bn(t). Numerical schemes that calculate the matrix
representations of the underlying operators have been
developed for the cases of both Couette and Poiseuille
flow.

3.2 Spatio-Temporal Impulse Response in the
Case of Poiseuille Flow
In this subsection we confine our attention to the anal-
ysis of results obtained by computing the impulse re-
sponse of the Navier-Stokes equations linearized around
a nominal velocity profile of the form U(y) = 1 − y2.
This velocity profile is an exact solution of the Navier-
Stokes equations and the corresponding flow is usually
referred to as Poiseuille flow.

3This can be done by using the definition of the v̂ basis
functions (15), and the three-term recurrence formula (12).

Since, the transformed evolution form model (9) is
obtained by putting together linearized Navier-Stokes
equations and the continuity equation in a suitable
manner and then applying the Fourier transform in the
x and z directions, it can be shown that Fourier pic-
tures of the original streamwise and spanwise velocity
perturbations can be extracted as functions of v̂, ω̂y,
kx and kz

û =
i

k2
x + k2

z

(kx∂y v̂ − kzω̂y) ,

ŵ =
i

k2
x + k2

z

(kz∂y v̂ + kxω̂y) .
(20)

Another quantity that deserves attention is streamwise
vorticity whose definition, in the frequency domain, is
given by

ω̂x := ∂yŵ − ikz v̂. (21)

By combining (20) and (21) one can express ω̂x in terms
of v̂ and ω̂y.

All simulations are done for R = 2000, with 256 ×
256 grid points in the kx–kz plane and 26 v̂ and ω̂y
basis functions (N = M = 25). The ODE for spectral
coefficients is solved using Matlabr’s function impulse.

Figure 2 shows pseudo-color plots of the streamwise
velocity profile in the horizontal plane located in the
vicinity of the upper wall at two different time instants:
T = 150 s and T = 350 s. Both plots have the rather
characteristic arrowhead shape with streamwise streaky
structures ubiquitous in both transitioning shear flows
and fully turbulent boundary layers [7]. They also
clearly illustrate the spanwise cross contamination of
the turbulent spot and its growth as time progresses.

Figure 2: Streamwise velocity pseudo-color plots in
the horizontal plane near upper wall (y ≈
0.98) at T = 150 s and T = 350 s.

The three dimensional isosurface plot of the streamwise
velocity profile at T = 350 s, illustrating high speed and
low speed streaks, is shown in Figure 3. The alternat-
ing regions of high and low velocities are represented by
two different colors: red represents high speed streaks,
while green represents low speed streaks. One can no-
tice two well developed regions almost symmetric with
respect to the horizontal plane that divides the com-
putational domain into two parts of equal size. The
reason for their existence is shear which, in the case
of Poiseuille flow, is equal to zero in the middle of the
channel and grows linearly in the same fashion as one
approaches either the lower or the upper wall. Since the
evolution of v is basically governed by a diffusion type
equation, similar characteristics are not present in the



isosurface plot of the wall-normal velocity. On the other
hand, since both streamwise and spanwise velocities are
functions of the wall-normal vorticity (20), and because
the biggest energy growth is due to the coupling from v
to ωy, which in turn depends upon shear [5], the previ-
ously mentioned distinct regions characterize the evolu-
tion of both streamwise and spanwise velocity profiles.

Figure 3: Streamwise velocity isosurface plot at T =
350 s. Red color represents high speed
streaks, while green color represents low
speed streaks.

Figure 4 shows simulation results illustrating pseudo-
color plots of the streamwise velocity and vorticity pro-
files, respectively, in a cross section of the channel at
x = 50 (in terms of grid points). These plots fur-
ther demonstrate the previously mentioned spanwise
cross contamination and clearly show that the regions
of high (warm colors) and low (cold colors) velocities
occur in an alternating arrangement. Furthermore, it
is apparent that there is a huge concentration of arrays
of counter rotating streamwise vortices in the vicinity
of the lower and upper walls. The relative position of
vortices and streaks seems to agree qualitatively with
experimentally observed data in which counter rotat-
ing vortices occur between high speed and low speed
streaks. It is worth mentioning that, the wall normal
coordinate in Figure 4 assumes values in the physi-
cal space, whereas the spanwise coordinate is given in
terms of grid points.

Figure 4: Pseudo-color plots of the streamwise ve-
locity and vorticity profiles, respectively,
at x = 50 (in terms of grid points), and
T = 270 s.

All results shown in this subsection illustrate the ability
of the linearized model subject to external forces to
generate, at least qualitatively, structures (streamwise
vortices and streaks) usually observed in real turbulent
spots [7].

4 Concluding Remarks

This paper has dealt with the linearized Navier-Stokes
equations subject to external forces, and it represents
a further step towards their better understanding. We
have derived a model in evolution form that incorpo-
rates the influence of external excitations in an exact
manner. We have also developed the schemes for nu-
merical simulation of our model in the cases of both
Couette and Poiseuille flow. In particular, we have con-
sidered the situation in which the input signal assumes
the form of a spatio-temporal impulse function entering
the equation that governs the wall-normal velocity evo-
lution. The reason for this choice of input signal is to
see how changes in the wall-normal velocity would influ-
ence the evolution of the wall-normal vorticity through
the coupling term which is responsible for large energy
amplification [5].

Our results clearly demonstrate that streamwise elon-
gated structures which alternate in the spanwise direc-
tion have been generated. These structures correspond
to the so-called high and low speed streaks, which to-
gether with the vortices that counter-rotate between
them are commonly observed in experiments investi-
gating both transitional shear flows and fully turbulent
boundary layers.

Since our ultimate objective is to control both the tran-
sition process and fully turbulent flows, current work
can be described as a ’control oriented modeling’. This
represents an important step because once the phenom-
ena responsible for the transition to turbulence have
been properly modeled and the control objective de-
fined accordingly, controller design will be much more
likely to give satisfactory results.
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