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Abstract— This paper summarizes recent results on the mul- for transmission. We describe the channel informationirequ
tiple antenna broadcast (downlink) channel in which limited-  sych that these algorithms can perform effectively andaékpl
rate digital feedback is used to convey channel state inforation multi-user diversity in the presence of imperfect CSIT [6]. In

from each mobile (receiver), each of which is assumed to have trast t vsis of d b f ina techni f
perfect channel information, to the transmitter. The transmitter contrast to analysis of random beamforming technique for an

employs linear precoding based on this feedback, and the efit asymptotically large number of users [7], this work inde=at
of imperfect channel state information is multi-user interference, that even very large but finite systems (e.g., 4 transmitrenate
which can significantly degrade throughput if the channel ifor-  and 100-1000 mobiles) are quite sensitive to imperfect CSIT
mation is not sufficiently accurate. Feedback requirementsare and thus require high-rate channel feedback.

studied for systems with single antenna mobiles in both thensall We also consider svstems in which each mobile device
system regime, i.e., number of mobiles equal to the number of > Y ' k
transmit antennas, as well as in the large system regime, whee has multlple antennas, and describe two different methods
user selection is performed on the basis of digital feedback for utilization of these antennas. Block diagonalizati&DJ,
In addition, two different methods for L.Jti“Zing multiple m obil_e which is an extension of Zero-forcing beamforming thatatio
antennas are described and compared in the small system rege. multiple data streams to be sent to each mobile [8], [9], @n b
performed on the basis of appropriate digital channel faeklp
and is seen to require less feedback than a naive zero-fprcin
In multiple antenna broadcast (downlink) channels, capacktrategy [10]. A novel antenna combining method, in which
can be tremendously increased by adding antennas at oedynbining is performed to reduce quantization error rather
the access point (transmitter) if accurate channel stdte-in than increase received signal power, is seen to lead to ée&db
mation is available at the transmitter and at receivers [Xkpquirements that are very similar to those for BD [11].
In frequency-division duplexed systems, training can bedus
to obtain channel knowledge at each of the mobile devices
(receivers), but obtaining CSI at the access point geryaradl ~ We consider & receiver multiple antenna broadcast chan-
quires feedback from each mobile. In the practically ma&da nel in which the transmitter (access point or AP) has
limited-rate digital feedback model, each mobile feedskba@antennas and each of the mobiles Hésreceive antennas.
a finite number of bits regarding its channel instantiation &he received signal at theth mobile is given by:
the beginning of each block. This model was first considered

|I. INTRODUCTION

Il. SYSTEM MODEL

_ygH i
for point-to-point MIMO channels in [2][3][4]. Although a yi=Hix+mn;, i=1,. K @
relatively small number of feedback bits is generally sigfit whereH;,H,, ..., Hy are theM x N channel matrices, the
to achieve performance close to perfect CSIT for point-tgectorx € CM*! is the transmitted signal, andl;, ..., ng

point MIMO channels, MIMO downlink channels requireare independent complex Gaussian noise vectors with iid uni
considerably higher levels of feedback because imperf8€TC variance components. There is a transmit power constréint o
leads to multi-user interference, which significantly detgs p, i.e., the input must satisf[||x||?] < P.
performance. We consider a block fading channel, with independent
We consider downlink systems in which simple linearayleigh fading from block to block (i.e., the components of
precoding techniques (e.g., zero-forcing beamformindaek the channel vectors are iid unit variance complex Gaussian)
diagonalization) are performed on the basis of error- amhch of the receivers is assumed to have perfect and instan-
delay-free digital channel feedback from each mobile. V& firtaneous knowledge of its own channel matHk. It is not
consider systems in which each mobile has a single antennecessary for mobiles to know the channel of other mobiles.
In the small system regime, i.e., number of mobiles equal to
number of transmit antennas, per mobile feedback must scAlePigital Channel Feedback Model
linearly with the number of transmit antennas and the systemAt the beginning of each block, each receiver quantizes
SNR in order to achieve throughput close to that of a perfeits channel toB bits and feeds back the bits perfectly and
CSIT system [5]. In systems with a large number of usensistantaneously to the access point. When each mobile has
user selection algorithms are used to select a subset of usesingle antennaN = 1), vector quantization is performed



using a codebook that consists oR? M-dimensional unit characterize the sensitivity of the system to channel faekib
norm vectorsC £ {wy,...,wys}. Each receiver quantizeswe compare the long-term average throughput with perfect
its channel vector to the quantization vector that forms tH&SIT to the throughput of a feedback-based system.
minimum angle to it [3] [4]. Thus, userquantizes its channel  If the transmitter has perfect CSIT, the beamforming vesctor

to h;, chosen according to: (denotedvzr;) can be chosen perfectly orthogonal to all
~ . 2 _ other channels, thereby creating a parallel and non-eried
h; = argw:wrf}}gw23 sin” (£(hy, w)). 2) channel to each mobile. Thus the average rate (per mobhile) is

and feeds the quantization index back to the transmitter. It
is important to notice that only the direction of the channel
vector is quantized.
In this work we userandom vector quantization (RVQ), in letelv eliminated and th i e is:
which each of the? quantization vectors is independentI)P etely eliminated and the resufting average rate 1s.
chosen from the isotropic distribution on thé-dimensional %|hfvi|2
unit sphere [12]. Each receiver is assumed to use a differdpts(P’) = Enw |log | 1+ 15 v )| ®)
and independently generated codebook, and we analyze per- JFE M
formance averaged over the distribution of random codetoolsince each beamforming vectst, is chosen orthogonal to
When N > 1, the quantization codebook consists othe quantization vectorsﬁi}#j, a smaller angle (i.e., a finer
matrices and the distance metric can be appropriately definguantization) between the chanrel and its quantizatiorflj
Furthermore, random quantization corresponds to chodbsig will lead to smaller interference term&’v,|?, and thus a
quantization matrices independently from the set of altargii  higher rate.
matrices. See Section IV-A for more details. In order to quantify the effect of digital feedback, we define
the rate gapAR(P) as:

Rzp(P) = En [1og <1 + %h? VZF,iIZ‘)] : (4)

With limited feedback, multi-user interference cannot bene

B. Linear Precoding
After receiving the quantization indices from each of the AR(P) £ Rzrp(P) — Rpp(P). (6)

mobiles, the AP uses linear precoding to transmit data ER/ utilizing the statistics of RVQ and of Rayleigh fading

the mobiles. WhenV = 1, we consider the simple Strategychannels we get the following upper bound AR(P):

of zero-forcing beamforming (ZFBF). Since the transmitter . i L . .
does not have perfect CSl, ZFBF is performed based on theTheorem L ([5]): RVQ-based digital feedback witks bits

guantizations instead of the channel realizations. WheBRZF per mobile incurs a rate gap upper bounded by:
is used, the transmit vector is defined as= Z?il ViSi, AR(P) <logy (14 P - 9~ T
where eachs; is a scalar (chosen complex Gaussian ith 1o mostimportant feature to notice is that the rate gap is an

. . . M
power P/M) intended for thei-th receiver, andv; € C™ IS iy reasing function of the SNR as well asif. In fact, it can
the beamforming vector for thieth receiver. The beamforming be shown that if3 is fixed and the SN is taken to infinity,

Vectorsvy, . . 2 Vi are chosen as the normalized rows of thg, ., 5 system becomes interference-limited [5]. In order to

r.natrle[;Ili oo aqd thus they satl_sval-H =1 for.all prevent this and to additionally achieve the full multiphex

i andhi’v; =0 for all j 7 i. The resulting SINR at theth 5oy (i e, a rate vs. SNR curve with the same slope as perfect

mabile is: CSIT), the feedback quality must be appropriately scaled wi
SINR, = b v;|? the SNR. The following theorem, which is derived by simply

1+ Z#i §|hflvj|2' ®) inverting the rate gap upper bound, quantifies the scaling of
) ) . feedback needed to keep the rate gafP) bounded at all
The achievable long-term average rate is the expectation{r's. This condition also ensures that the full multiptexi
log(1+4 SINR;) over the distribution of the fading and RVQ'gain is achieved.

When N > 1, ZFBF can be generalized to block diagonal-
ization, as described in Section IV-A. Theorem 2 ([5]): A rate gapA(P) no larger than a constant

r > 0 is maintained at all SNR’s by scaling as:
I1l. SINGLE ANTENNA MOBILES

In this section we summarize results on MIMO downlink B = (M-1)log, P—(M—1)logy(2" — 1)
channels in which each receiver has a single receive antenna ~ M- 1de — (M —1)logy(2" —1). (7)
A. Small System Analysis: K = M Similar to point-to-point MIMO systems, it is necessary to

We first consider a system in which the number of receivessale feedback approximately linearly with the number of
is equal to the number of transmit antennas. This analysiansmit antennas/. Unlike point-to-point systemdeedback
applies to systems in which the number of users is relativatyust also be scaled linearly with the system SNR (in dB).
small, as well as to large systems in whidd users are In Fig. 1, achievable rates vs. SNR are shown for a 6
selected for transmission on the basis of quantities inudge antenna, 6 user system, for perfect CSIT zero-forcing, fixed
of their channel feedback, e.g., deadline constraintstderao B = 15 (and thus interference-limited), and with scaled



N
S

H
®
T
o

Perfect CSIT

Zero—Forcin\

| Scaled Feedback

H

5
o

D"

m
il

N}
o

N
a
N
i
T

i
o

N

S}

Throughput (bps/Hz)
e
N

Fixed Feedback
(15 bits)

Random_Bea’rﬁ?c;rmin

oy o

(B=2)

Sum Rate (bps/Hz)

i
5]

A 2 4%

I I I I i
0 5 10 20 25 30

[S¥

5}
=
=
=N
=
o,

15
SNR (dB)

Number of Users (K)

Fig- 1. Downlink Channel with\/ = K =6, N' =1 Fig. 2. M =4, P = 10, System with User Selection

according to (2) withr = 1, e, B = 2=LPyp. Note  yser interference that cannot be overcome by stronger ehann
thatr = 1 corresponds to a rate gap of 1 bps/Hz, which iagnitudes and ultimately leads to a bounded throughput.
equivalent to a 3 dB power shift. Clearly, the transmitter must have some information about
Note that the analysis in this section has been based g guantization error in addition to the channel magnitude
the assumption of transmission to all users and equal | fact, it is sufficient for the CQI to be the following metyic

power loading. At low and moderate SNR's (e.g., up t0 1Qpich reflects the channel norm and the quantization error:
dB), throughput can be increased non-negligibly by seigcti

a smaller subset of users for transmission using an algorith L %||hi||2 cos” 0;
such as in [13], and also by using power allocation if some 14 £ [y |2 sin®6;’
channel magnitude information is available [14]. However
whenever two or more users are selected for transmissien,
feedback requirements are the same (in the scaling senseg
the scenario analyzed here.

(8)

vhered); is the angle betweeh; and its quantization [6]. The
uantity v; is the actual received SINR at theth mobile
FRe transmitter is able to select a set bf orthogonal
guantizations, includingﬁi; in other cases, it serves as a
. very reasonable approximation for the SINR at mobilef

B. Large System Analysis: K > M the transmitter performs user selection treat{y@ﬁi as the

In systems with many users, throughput can be significantitfannel vector of the-th mobile, the optimall/ loglog K
increased by transmitting to only a selected subset of uptiroughput growth is achieved. In fact, the feedback-based
M users. A considerable amount of research has focusedsystem is essentially equal to a perfect CSIT system in which
the design of such selection algorithms, which attempt tgser channel norms are distributed according to the digioib
select users with large channel magnitudes as well as wigh-;, (rather thant:||h;|[?).
nearly orthogonal channels, under the assumption of perfecAlthough optimal throughput scaling is achieved for any
CSIT (e.g., [15][13]). If such an algorithm is usedulti- B > log, M, the actual throughput does depend rather
user diversity can be exploited and throughput grows doublezritically on the actual value aB, even for large values ok .
logarithmically with K, even when the SNR s fixed. In Fig. 2 throughput is plotted againsf for a four antenna

In [6], a system performing user selection on the bassystem at 10 dBX/ = 4, P = 10) for various values ofB.
of limited channel feedback is studied. In order to select Al of the curves, including the bottom curve (labeled ramdo
strong subset of users, the transmitter must be provided witeamforming, which can be shown to be exactly equivalent
some channel quality information (CQI) in addition to théo the scheme described above when= log, M) have the
channel directional information (CDI) contained in tBebit correct scaling withk', but throughput varies significantly as
guantization index. The most straightforward approactois & function of B for every very large systems. As a result, high
define the CQI to be the norm of each channel, ij&;||>. feedback rates are also required in large downlink charihels
If the transmitter is provided with perfect knowledge ofsthiperformance approaching perfect CSIT is desired.
CQI (in addition to B-bit CDI), then somewhat surprisingly ) o
the system throughput is bounded Es— oo with B and P C- Practical Quantization Schemes
fixed. If K is very large, the transmitter is able to find a set of While the results of the previous sections were derived
users with very large channel norms and whose quantizatiassuming random quantization codebooks, which have no
vectors are nearly orthogonal. However the quantizatioorer particular structure and thus have complexity that gron™s
which the transmitter is unaware of, leads to residual muliow complexity quantization schemes for a range of values of



Zero Forcing with 6 Users, M = 6, N = 1 is given by:x = Zfil V;s;, whereV; is the M x N

ZeroForing (RVQ (unitary) precoding matrix ans; is the N-dim vector of data

; symbols intended for the-th mobile. In order to eliminate

multi-user interference, the precoding matrices are ahndse
satisfy HfVl- = 0 for all i # j. If each of theK' N receive
antennas was treated as a separate user and ZFBF was used,
then a separate data stream would be received on each receive
antenna, with no correlation between the different signals
received at different mobiles or between thiesignals received
at each mobile. This translates to even stricter restristion
2eroForeng (Sealar Quantzatn) the precoding matrices, and thus to a loss in throughput [16]

In [10], block diagonalization on the basis of digital chahn
feedback is analyzed for systems withV = M. In order to
appropriately choose precoding matrices, the transmotiér
requires knowledge of the subspace spanned by each channel
matrix H;. Therefore, each mobile quantizes its channel sub-
Fig. 3. Scalar Quantization-Based Feedbatk= K =6 space rather than separately quantizing¥hews of its chan-

nel matrix. A quantization codebook consists23t (unitary)
matrices (W1, ..., Wss), and the quantizer is the matrix that

B are needed for practical implementation. In [10] the low . = | , <N . 2.
complexity scalar-quantization strategy proposed by tarMN!MIZes thechordal distance d(H;, W) = /3, sin” 6;,

et. al [2] is investigated: Thé/-dimensional channel vectorWhere theg;’s are the principal angle.s petwgen the two
h; is divided by its first element, to yield/ — 1 complex subsp_aces. The |dea} of.random. qgant|z§1t|on is extended by
elements, and uniform quantization is performed Sep&r‘,ﬂéplectlng each quantization matrix in an iid fashion frora th

(with uniform bit allocation) on the phase and the inverseet O_f all N > M unitary mat_rices. _ ) .
tangent of the magnitude of each of thelde— 1 elements. Using some of the techniques described in Section IlI-A

Although this scheme is extremely simple, it perform s well as subspace quantization bounds from [17], it can
reasonably well compared to RVQ. Whari — 2, it can be e shown that a bounded rate gap between perfect CSIT BD

shown that this scheme provides a bounded rate gap (albef"§l feedback-based BD can be maintained if the number of
large rate gap than RVQ) if it is scaled according to Theorem @€dback bits per mobile is scaled according to [10]:

Although this proof does not yet extend 3¢ > 2, numerical M- N P o1 9
results indicate that this generalizes to larger values\fof ap + O(1). ©)

In Fig. 3, rates for scalar quantization and RVQ are plotteﬁqe scaling constant a¥ (M — N) is due to the fact that the

fora M = K = 6 system, where bits are scaled accordlnget of N x M unitary matrices has dimensionality(M — N).

to B = Y=L . Pjp. Scalar quantization tracks the RVQ

curve, but incurs a power penalty of about 2.7 dB. AlsB. Antenna Combining for Reduced Quantization Error

plotted on the figure is an upper bound to the throughput of 5, giternative to BD, which results itV streams being
a system using the same feedback-based ZFBF strategydi 1o each mobile, is to perform antenna combining in
conjunction withany vector quantization codebook, assumingqer to reduce quantization error and transmit one stream
that each mobile performs a random rotation of its codebookyy cach mobile [11]. Each mobile linearly combines s
ensure isotropic and independent quantizations acros8esob 4ntenna outputs to create a (effective) single antennaugutp
More sophisticated vector quantization schemes shouldlee a,, quantizes the corresponding effective channel veksoa
to fill in the gap between this upper bound and the scalgtgt, the system is transformed into a single mobile arten
quantization curve. channel; clearly this is only reasonable when thereldrer
more mobiles. The advantage of this technique comes from
intelligent selection of the linear combiner coefficienmsich

In this section we describe and compare different methogdge chosen to yield an effective vector channel that can be
that utilize a small number of receive antennas at each @oljuantized with minimal error.

Sum Rate (bps/Hz)
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IV. MULTIPLE ANTENNA MOBILES

device (denoted byV, with 1 < N < M). To understand this method, let us first describe a simpler,
. o albeit considerably less powerful, antenna selectionrtiegcte.
A. Block Diagonalization Each mobile has gector quantization codebook, as described

When block diagonalization is used on the basis of perfeiat Section II-A, and separately quantizes the vectors that
CSIT, multiple data streams are sent to each mobile and-muttescribe the channel to each of % antennas (i.e., thév
user interference is completely eliminated [8], [9]. Assogn rows of its channel matri ). The mobile then selects the
the aggregate number of receive antennas is equal to #menna with minimum quantization error (angle), and only
number of transmit antenna®/(< = M), the transmit signal feeds back the quantization index of the selected antenna



(using B bits). Only the selected antenna is used for reception, gNdE BIOCk4D'ag' Antennagombmmg ZFQBF
and standard ZFBF is performed since from the transmitter’s 10 dB 10 15 17
point of view each mobile has only one antenna. If RVQ 15 dB 17 21 25
is used, this selection method is equivalent to quantizing a gg gg gg gg 2‘2‘
single vector channel witls +-log, NV bits, thereby effectively 30 dB 37 a1 50
increasing the feedback Byg, N bits.

Much more significant gains can be achieved by allowing TABLE |
the antenna to linearly combine if§ antenna outputs using FEEDBACK REQUIREMENTS FORDIFFERENTMULTIPLE MOBILE
any set of combining coefficients; antenna selection can be ANTENNA STRATEGIES

thought of as restricting the combining weights to be of the
form [1 0--- 0], etc. When combining is optimally performed,
as described in [11], the selected quantizer turns out to be )
the quantization vector that minimizes the angle betwesaifit "€cessary feedback rates, all relative to a common ben&mar
and theN-dim subspace spanned Bl;. Note that the weights of 3;_8_ from a perfect C_Sl-l_—]:_ZFB'I: system]; BD and ar:jtenna
are chosen only on the basis of the vector directions becaG8&" InIFg aredseen to S|gn|;]canty outperform ZFBF due to
quantization error rather than channel magnitude is mdf§ Scaling advantage. Furthermore, BD is seen to require
critical for the MIMO downlink. As a result, the techniqueapproxmately 4 or 5 less bhits than antenna combining at each
is very different from standard combining techniques sugh '
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