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Abstract — We consider a set of parallel, two-user
scalar (Gaussian broadcast channels, where the trans-
mitter wishes to send independent information to
each of the receivers and common information to both
receivers. The capacity region of this channel is im-
plicitly characterized in [1]. Here, we provide an ex-
plicit characterization of the power and rate alloca-
tion schemes that achieve the boundary of the three-
dimensional rate region. We also propose a dirty-
paper coding achievable region for MIMO broadcast
channels with common information.

I. ScALAR CHANNELS

We consider a set of N parallel, scalar broadcast channels:
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for j = 1,2, where z1(¢) ~ N(0,N1(7)) and z2(i) ~
N(0,N2(i)). We consider the non-degraded scenario where

for some i we have Ni(i) < N2(i) and for some other i we
have N2 (i) < Ni(i). We impose an average power constraint
P on the input, i.e. Zjil Elz(i)?] < P.

In [1], the capacity region of the 2-user broadcast channel
with N = 2 is found. This derivation can easily be extended
to arbitrary NV to give:
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where the union is taken over all power allocations P(7)
such that E (i) + Pi(i) + Py(i) < P. The quan-
tity C'(P(2)) is the set below (component-wise) the triplet
(R1(P(4)), R2(P (7)), Ro(P(3))), with R:1(P(i)) and R2(P(7))
defined as
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with I # j and Ro(P (7)) = min(Ro1(P (7)), Ro2(P(4))) with
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for 7 = 1,2. Successive decoding is used at the receivers to
achieve the capacity region, and the common information (cor-
responding to power Py(i)) is decoded before the independent
information codewords (powers P; (i) and Pa(1)).

Since the capacity region is convex, it can be fully charac-
terized by maximizing the weighted sum of rates:
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We wish to find the optimal power allocation policy that
achieves the maximum for any weights (po, g1, p2). Using

standard convex optimization techniques, it can be shown that
the optimal power allocation policy achieving the maximum
in (3) is also the solution to

max p1R1(P () + p2R2 (P (7)) + M Ro1 (P(i)) + (4)
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for the optimal Lagrangian multipliers (A, A1, A2). The op-
timal Lagrangians must be non-negative and must satisfy
A1 + A2 = po. Furthermore, the optimal Lagrangians yield
a power allocation with either Rop1 = Ro2 or A; = 0 for one
of the users. Unlike the broadcast channel without common
information [2, 3], there is no general analytical solution to
(4), but the maximization can easily be solved numerically.

II. MIMO CHANNELS
In this section we consider multiple-input, multiple-output
(MIMO) broadcast channels. Since MIMO broadcast channels
are not in general degraded, the capacity region with common
and independent information is unknown.

An achievable region for the MIMO broadcast channel can
be established using dirty paper coding. By first encoding the
common message followed by the independent messages, the
following rate triplet is achievable:
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for any set of positive semi-definite covariances satisfying
Tr(Xo + 31 + X2) < P. Additionally, the ordering of users
1 and 2 can be switched. This region can easily be extended
to parallel broadcast channels. However, the rate equations
given above are not concave functions of the covariances, and
thus finding this region for even N = 1 is numerically difficult.
If only common information is to be transmitted, the ca-
pacity of a K-user MIMO broadcast channel is given by:
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Since this is a concave maximization, standard numerical tech-
niques can be used to solve (5).
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