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Abstract— We consider a cluster of closely-packed nodes that wish to transmitters and receivers. We are concerned solely witieac
communicate with another cluster of closely-packed nodes.The nodes gple rates, as opposed to outage and diversity as many of the
within each cluster are separated by small distances, relate to the dis- ] . . f .
tance between the two clusters. We examine the effect of caamation be- works in t_hls area have FonSIde_red' For transmitter codeera!
tween nodes in the transmitting cluster, and/or cooperatio between nodes We use dirty paper coding, which has been shown to achieve
in the receiving cluster. We find that cooperation within thetransmitting  the sum capacity of the multiple-antenna broadcast chdrhel
cluster yields significant capacity improvements, while coperation within Our work differs from previous research in this area in that 1
the receiving cluster does not improve capacity significamy. . . . .

we consider cooperation schemes that asymptoticallygs ¢he
distance between nodes in a cluster decreases to zeroyachie

. INTRODUCTION the information theoretic upper bounds, yet are simple ghou

Sensor networks and ad-hoc networks are receiving more d@dacilitate numerical computation of the achievable saied
more attention from the research community. In such netsyorkherefore give general insight about the underlying pnoblend
it is easy to envision a group of nodes that wish to commueical) We consider receiver cooperation in addition to trangmit
data to another distant group of nodes. For example, a grdifpperation, which, to the best of our knowledge, no presiou
of nodes may sense a phenomenon and then wish to commu¢itk has considered in this setting.
cate their measurements to surrounding sensors which rsay al For simplicity and to gain intuition, we consider the scéemar
sense the phenomenon. Thus, it is feasible to consider elglogvhere the channel between the two transmitters, the chaenel
packed group of nodes that wish to transmit information to afveen the transmitters and the receivers, and the channel be
other group of nodes. tween the two receivers are orthogonal (i.e. on separate fre

We consider a scenario where there are two independ@Hency bands or time slots). We are most interested in the sce
transmitting nodes, and two independent receivers. Eacistr nario where the distance between the two transmitters il sma

mitter wants to send a message to a different receiver. In ﬁf]d the distance between the two receivers is small reladive
formation theory, this channel is classified as an interfege the distance between each transmitter-receiver pair. allows
channel [1, Ch. 14], and is one of the most fundamental opBigh-rate communication between the two transmitters er be
problems in multi-user information theory. We attack thislp ~ tween the two receivers using small amounts of power. We
lem from a different perspective and ask the following gioest consider the rates achievable without cooperation versigs r
How much does allowing cooperation between the transm@chievable with transmitter-only cooperation, receively co-
ters and/or cooperation between the receivers increasetioé Operation, and transmitter and receiver cooperation. We-co
achievable data rates? However, we do not allow this coepep@re these achievable rates to three different informatien-
tion to occur for free and instead explicitly constrict ceogtion  retic upper bounds: 1) perfect transmitter cooperatiorit{pie-

to consist of transmitting messages between the two tratesmi antenna broadcast channel [7-10]), 2) perfect receivepareo
and/or transmitting messages between the two receiveapro ation (multiple-antenna multiple-access channel [11id &)
ture the cost of cooperation, we place a sum power constraintPerfect receiver cooperation and perfect transmitter ecaton
the total power transmitted in the system by all nodes. (multiple-antenna point-to-point channel [11]).

The notion of cooperative communication has been consid-The remainder of this paper is organized as follows: In Sec-
ered in several recent works. Sendonaris et. al. [2] corsitletion Il we describe the system model. In Sections V - VII we
the rates achievable in a channel with two cooperative titns describe different cooperation schemes. In Section Vildere
ters and a single receiver. Yazdi et. al. [3] is a more recemkw SCribe upper bounds to the rates achievable using cooperati
on the same channel model. A channel with two cooperatiénally, in Section IX we give some numerical results foltmv
transmitters (using low-complexity schemes such as ayaplif?y @ description of planned extensions of this work in Sectio
and-forward) and two non-cooperative receivers was censitl X-
in terms of outage and diversity for fading channels (withou
transmitter channel state information) in [4]. Recent wbyk
Host-Madsen [5] analyzed the same channel without fadiag, b Consider a system with two transmitters and two receivers as
with more complicated transmitter cooperation schemesinv shown in Fig. 1. We assume that the distance between each of
ing dirty paper coding. The cooperative nature of thesemélan the four transmitter-receiver pairs is the same, which usyhdy
makes them closely related to the classical relay chanhel [6 true if the distance between the transmitter and receivstets

In this paper we consider the two transmitter, two receives large. The channel gain amplitudes are normalized to one.
case from the capacity region perspective for the case ddato fThus, the channels between each transmitter-receiverapair
ing, or slow fading with perfect channel state informatiomla the same, except for random phases, denotef}; byhich are

Il. SYSTEM MODEL
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transmit energy, i.e. we require

Elat + o + 2P + a2 + 2 + 20 < P.

VG

2 ) This power constraint is intended to capture the systenewid
i Yi . . .

. cost of transmitter and receiver cooperation. We assunte tha
e’ each of the three channels has a bandwidth of 1 Hz, and we let
Ny = 1. Though we work with the simplifying assumptions of
O equal amplitude channel gains, results generalize to the at
arbitrary channel gains.

eJfa

(@i, y:)
TX Cluster RX Cluster  [1I. BROADCAST AND MULTIPLE-ACCESSCHANNEL
BACKGROUND

Fig. 1. System Model Throughout this work we discuss the broadcast and multiple-
access channels implicitly contained in the two transmiitt®
dtob iformiv distributed i 2 receiver channel. If the receivers are assumed to coopeeate
assumed to be uniformly distributed i 77_]' i fectly, the channel becomes a multiple-access channel (MAC
There are three orthogonal communication channels: figh o single-antenna transmitters and a two-antenrgivec
channel between the transmitters and receivers, the cha@ne o channels of the transmitters are given bydiemns of the
tween the two transmitters, and the channel between the Wa iy H. In terms of Fig. 1, this corresponds to communicating
receivers. We_flrst describe the channel connecting themmn_ from the left cluster to the right cluster, with perfectlyoper-
ters and receivers. \We let; andz, denote the two transmit 56 nodes in the right cluster (RX cluster). If the trarsmi

signals, andy; andy, denote the two corresponding receivegh s are assumed to cooperate perfectly, the channel beame
signals. Transmitter 1 wishes to communicate to receivend, |,.54cast channel with two single-antenna receivers and-a t
transmitter 2 wishes to communicate to receiver 2. In matr%tennatransmitter. The channels of the two receiversoara e
form, the channel can be written as: to therows of the matrixH. In terms of Fig. 1, this corresponds
to communicating from the left cluster to the right clusteith

{ h } —H [ 1 ] + { " } (1) perfectly cooperative nodes in the left cluster (TX cluster

2 2 In [8], it is shown that the broadcast channel is closelytesla
to thedual multiple-access channel, which is the MAC where
the two nodes in the receiving cluster are the single-amtémn
dependentransmitters and the cooperative nodes in the trans-
mitter cluster are the two-antenneceiver. In terms of Fig. 1,

. ! . . frits corresponds to communicating from the right clusteh&o
with channgl ga'g equal to_@. I t_here is only distance basedlef’[ cluster (opposite the normal direction of communicajj
path-loss W.'tm/ d” attenuation, this corresponds .to the Scenanfy, perfectly cooperative nodes in the left cluster. Thareh
when the distance between the two clusterg'@ times larger
than the distance between nodes in a cluster. For simplic
we assume that the two transmitters can simultaneouslgriian
and receive on this chandel We letz, denote the signal that
transmitter 1 sends to transmitter 2, and wegletdenote the
correspc_)ndlng rfacelved sllgnal at tran/smltter 1,' The chamme Section VI we show that the capacity regions of these mekipl
then defined by; = VG + 1y andy = VGary +na, where o coce channels are the same.
ngz andny are independent unit-variance Gaussian noises. There
is an analogous AWGN channel between the two receivers, also
with channel gain equal t¢/G. If we let z/’ denote the signal
that receiver 1 transmits to receiver 2 on this channel, aad w Without cooperation on either the transmitter or receiide,s
let 44 denote the corresponding received signal at receiverte channel is a Gaussian interference channel, for whieh th
then this channel is defined hyf = /G4 + ns andyy = capacity region is in general not known. However, the chan-
\/51-/1' + ng, Wherens andng are independent unit-variancenel we consider is a “strong” interference chafné&r which
Gaussian noises. Her¢ andzy are constrained to be functiongthe capacity region is known [12]. For this class of interfer
of the previously received signals andys», respectively. ence channels, the strong interference channel impli¢s &t

We assume that transmitter 1 has a message intended for@éeiver can decode the transmitted messagéstbftransmit-
ceiver 1, and transmitter 2 has a message intended for ezcet@rs. Thus, the capacity region is upper bounded by each re-

2. We impose a total system power constrainfodn the total ceiver’s multiple-access channel, and this bound is intfght.
If transmitter 1 uses poweP; and transmitter 2 uses power

wheren; andn, are independend (0, 1) noises. As shown
in Fig. 1, the channel gainsl; ; are only phasesH;; =
ejel, HLQ = 6-792, Hg’l = 6'j03, anng,Q = 01,

There is also an AWGN channel between the two transmitte

nels of the two transmitters are the transposes of the channe
® the two receivers in the broadcast channel. Thus, thetran
mitter channels correspond to the transpose ofahs of H. It

is important to note that the MAC corresponding to perfeet re
ceiver cooperation is different from the dual MAC. However,

IV. NON-COOPERATIVE TRANSMISSION

IThough this is not practical, this is a common theoreticaLasption. In
future work we will investigate the effect of not allowingmiltaneous transmit ~ 2A strong interference channel refers to the situation witsgechannel gain
and receive on a single channel. of the interference is as large as the channel gain of theedksignal.
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P, = P — Py, the multiple-access region is given by the perte the other receiver. With perfect receiver cooperatieneiver
tagon described bz; < log(1 + P1), Re < log(1+ P), and 1 would get to see the received siggalin addition to its own
R1 + Ry <log(l+ P). Since there is a sum power constrainsignaly,. Thus, a logical method for cooperation is for each re-
on the transmitters instead of individual power constgittie ceiver to amplify-and-forward their received signal to titeer
non-cooperative capacity region is equal to the set of 1gdés receiver, which always results in some noise amplification.
isfying Ry + R < log(1 + P). Itis easy to see that this set Each receiver uses the fraction of pom#?;r to amplify-and-

of rates is also achievable using TDMA. We will thus refer téorward its received signal to the other receiver. Sinceriues-
the TDMA rate as a hon-cooperative benchmark to compare onitters do not cooperate in this mode, the signalsindz, are

cooperative schemes against. independent and are chosen taHg), P;PT ). The expected re-
ceived power a; is given byE[y?] = E[z?]+E[x2]+E[n?] =
V. TRANSMITTER COOPERATION P — P, + 1. Thus, receiver 1 transmits
In this section, we describe a transmitter cooperationraehe
If the transmitters were allowed to jointly encode their me Priﬂyl - PTi/Q(Hl 11+ Ho 1o 4+ n4)
sages, the channel would be a multiple-antenna broadcast ch| I — - + 1 \ P—-P-+1" 7 ’

ne]. Fo_r such a chan_nel, the sum capacity can be aChi(.avedTWé corresponding received signal at receiver 2 is given by
using dirty paper coding [8]. Motivated by this, we consider NG

strategy where the two transmitters first exchange theznifed Ge=pT (h1,1_x1 + ho 122 + n1) + n, whe_ren ~ N(0,1).
messages (or codewords, since each transmitter is assomethe aggregate signal at receiver 1 is then given by:

know the other transmitter’'s codebook) using some fractibn I n

the total powerP, and therjointly encode both messages using n = { aI—} } x+ [ nl ] 3

dirty paper coding (i.e. encode as if they were a joint tratism 2 2

ter) with the remaini.ng power. Cagsality is not a problem for = Flag+ Fors + { ny ] (4)

any of our cooperative schemes since we consider orthogonal N2

channels for cooperation and we can offset communication by s i

one block initially. wherea — VOrEE po_ { el ] and Fr —
- l - 6- ) 2 —

Assume powertt is used by each transmitter to send his 1+/G sy ae?”s

. . . _ ]92 ) . .
intended message to the other transmitter. Then the mtr[a e . Notice thatg; differs from the pair(y,ys) only

transmitter rate is equal 8, = log(1 + £:G). The remaining | ae’®
power P — P, is used to jointly encode using dirty-paper codingdue to then factor, which is caused by noise amplification. By
We require thatR, is high enough to ensure that each transmisymmetry, the sum rate decodable at each receiver (using-agg
ter fully knows the intended codeword of the other transmitt@ate signalgi andy,) are the same. The sum rate decodable at
(i.e. R, must be as large as the rate of the message of each ugégeiver 1 is given by:
Since each transmitter knows both messages after thisegeha
each user can then perform standard dirty paper coding las if t Reoop = log
two antennas were actually cooperative, but then only sead t
information on one of the two antennas. The sum rate achievaBincec is a function ofP,, this expression must be maximized
using joint dirty paper coding is equal to the sum-rate cipacover P, to find the largest achievable rate. When the power gain
of the dual multiple-access channel [8] with power P;. Since G is very large (i.e. when the receivers are very close to each
each element of the channel matkkhas amplitude one, this is other), we getx ~ 1 and we expect to come close to the MAC
equal to: (fully cooperative receivers) upper bound.
Notice that the expression for the rate given in (5) is quite s
Rppe = log [T+ P-P (HlTHl + HQTHQ) ) ilqr in form to the rate achigvable using only transmittemmr—
2 ation. Though the expressions are not the same, it can benshow

. ] that the rates achievable using transmitter cooperatidruaimg
whereH; = [H; H;] is the row vector representing the reygceijyer cooperation are closely related:

ceived channel of ReceivérFor a given?;, the achievable suUm | ayma 1: The transmitter cooperation scheme described in
rate ismin(2R;, Rppc). SinceR, is an increasing function of gection v achieves a rate at least as large as the amplify-and
P; and Rppc is a decreasing function a?;, the optimum is topward receiver cooperation scheme.
achieved at thé”; for which R, = ;Rppc. Proof: Consider the expression for RX-only cooperation
given in (5). For a fixed®. and anya < 1, the rate given in (5)
is less than the expression in (5) evaluated with- 1 because

In this section, we describe a method which allows the ré-« were equal to 1, the receiver could scale the received sig-
ceivers to cooperate. Since the channels of each of thelsigmeal on the second antenna hyand add Gaussian noise to get a
are equivalent except for the phase differences, the amafunsignal statistically equivalent to the actual receivedhalgvhen
information decodable at each of the receivers is the samie (@asing the receiver cooperation scheme. Furthermore, ibean
suming that the transmitters send independent messadesy, Tshown by direct computation that the expression for receive
there is no advantage gained if a receiver attempts to ficstdde operation rate witt = 1 is equal to the achievable rate using
the message intended for the other receiver and then pass itransmitter cooperation given in (2) with = P,. |

P_P
I+ 5 (R FY + o Fy) (5)

V1. RECEIVER COOPERATION
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VII. TRANSMITTER COOPERATION& RECEIVER thus this scheme performs at least as well as the transmitter
COOPERATION operation scheme. Since transmitter cooperation yielglsehi

In this section we describe a scheme in which the two trard&Les than receiver cooperation, there is a full orderinghen
mitters cooperate by exchanging their intended message &fiievable rates of the three different schemes for anyreian
then cooperatively signal using dirty paper coding, anchfe Finally notice that ags becomes very Iarge,_ th_e scaling term
receivers cooperate by amplifying-and-forwarding. Wemgt © ¢an be made close to one. Thus in the limit (- 1), trT1e
denote the power used to exchange messages between the tRiaPOSite channels of both receivers become equgl tg.]" .
mitter. The corresponding ratefs — log(1+%). We again re- Since both recel_ved_ channels are the_ same, t_he broadg:alst cha
quire that each transmitter completely knows the intendeg-m N€! capacity region is equal to the point-to-point capafsityn
sage of the other transmitter. Once the transmitters e)gEhquef cooper_atlve transmltte_r to either Qf_ the receivers, tie
messages, we encode using dirty paper coding (similar to #fdnt-to-point MIMO capacity of the original channel.
transmitter cooperation). However, in this case, each hasr VIIL
two receive antennas, where the second antenna is the signal
received via the amplify-and-forward channel from the otiee There are three information theoretic upper bounds that
ceiver. PowerP, is used to perform amp”fy-and-forward be_bound the rates achievable with transmitter COOperatidy, on
tween the two receivers. This leaves power P, — P, to receiver cooperation only, and transmitter and receivepeo
jointly transmit data using dirty paper coding. ation. Note that for all three bounds, we only use a bandwidth

Because cooperative dirty paper encoding is performeckat #f 1 Hz, i.e. the channel set aside for communication between
two transmittersg; andz, are correlated with covariance mathe two clusters, and thus and are not using the two channels
trix ¥,. The expected received power @t is then equal to Set e}s.ide for_cooperation (this point is discussed in somemo
1+ H,2,HT. As in the case with only amplify-and-forward,detail in Section X).

U PPERBOUNDS

the resultant composite signal at receiver 1 is given by First, consider the scenario where only the transmitters at
tempt to cooperate. The capacity of the channel where the-tra
- H,y ny mitters are allowed to perfectly cooperate (without userof a
= { GHo } z+ { Ny } ©6) power), but the receivers are not allowed to cooperate ipparu
bound to the rates achievable using only transmitter caoioer.
/G#I/;‘TH This is not a general upper bound on our system, but is a bound
wherej = 2—;2/2 For fixeds andP. andP;, the sum when only transmitter side cooperation is allowed. Sinee th
RRRVATs I et receivers must decode their messages independently, #ime ch

rate achievable from the cooperative transmitters to tbeivers nel becomes a two transmit antenna, two receiver (singtvec
(with composite channel andy) is equal to the sum capacityantenna each) broadcast channel with transmit power @imistr

of the dual multiple-access channel. In the dual multigleess P. The sum capacity of this channel is known [7—10], but the
channel, the composite receivers are the two-antennantigns full capacity region is not known. However, an achievable re
ters and the cooperative transmitters become the two-aategion (referred to as the “dirty-paper region”) for this chahis
receiver. Since each transmitter has two antennas, we &relgfown. The sum capacity of the broadcast channel is equal to
able to invoke symmetry to find the sum capacity of the dugle sum capacity of the dual multiple-access channel, diven
multiple-access channel as before. Thus, the sum capaagigy m

be characterized in terms of a maximization: P T
=log |l +— (H; H + H, H. 7
L . Rppc =log +2(1 1+ Hy H>) (7)
Rcoop = max log ’I + Hl QIHI + H2 QQHQ‘
Tr(Q1+Q2)<P due to the symmetry of the channel.

where the maximization is over covariance matri@esand(@)-, Next consider the_ scenario where only the receivers attempt
8H, to cooperate. In this scenario, an upper bound is reached by

L H ~ . .
with Hy £ ﬁf} ] andH, = [ H, |- allowing the receivers to perfectly cooperate. The chatirex
2 2 pta(_acomes a two transmitter (single antenna each), two eaeiv
tenna multiple-access channel, for which the capacityoreg

mization techniques. Givef); andQ-, the sum rate achieving ‘ o tthe ch 5. th ,
covariance matrix for the downlink (i.&,) can be found[8]. nown. Du_e to the symmetry ot t € channels, the sum capacity
-Sof the multiple-access channel is given by:

For fixed P, and P., the achievable sum rate i
min(2R;, Reoop). By the same reasoning used for transmitter-
only cooperation, for a fixed®., the optimal choice of’; yields Reoop = log
2R, = Rco0p. However, it is necessary to directly maximize the
achievable rates over all choices@f. WhenP, = 0 this strat- i1 iz .
egy is identical to the transmitter-only cooperation sceeamd WhereF; = { 003 } andF; = [ 004 } As noted in Lemma

3The sum rate was maximized assuming a fixed valy@, diut interestingly, 1, it can be shown by direct compu_tatlon that equ_at'ons (@) a_n
the choice ofs,, in fact determines the value ¢f Thus, we initially assume (8) are equal. Furthermore, the dirty paper achievableoregi

thatX, is a scaled version of the identity when determinihgWe then maxi- Corresponding to transmitter-on'y Cooperation is equa'hm
mize the sum capacity of the broadcast channel assuming thidter finding

the correspondin@;, we re-calculate the value @f. This procedure can be mU|t|pI?'access capacity region which bounds receivéy-cor
repeated, but we empirically found this to yield a negligibiicrease in rate. operation.

The maximizing covariances can be found using convex o

P-P
I+ 5 (B Ff + RFY)

(8)
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Fig. 2. Upper bounds and achievable rates for SNR = 0 dB Fig. 3. Upper bounds and achievable rates for SNR = 10 dB

A true upper bound to our system is reached by allowing p
fect cooperation at the transmittemad at the receivers. The
channel then becomes2ax 2 MIMO channel, whose capacity
is given by water-filling the eigenvalues of the channel mdit
[11]. Interestingly, Theorem 3 of [7] shows that the diffiece
between the MIMO point-to-point capacity and the sum cap
ity of the BC goes to zero as the SNRgoes to infinity. Thus,
at high SNR we expect cooperation at either the TX or at the
cluster to be sufficient to come close to the MIMO upper boun

%r()operation. Since the SNR is only 0 dB, there is a significant
gap between the MIMO upper bound and the MAC/BC upper
bound. AsG increases (i.e. as the nodes within each cluster
move closer to each other), the achievable rates approacipth
per bounds. As discussed before, TX & RX cooperation always
%érforms better than TX cooperation, which always outperfo
cooperation. However, it is most interesting to note st

X cooperation and TX cooperation are virtually identifza

< 20 dB. Upon closer examination, one finds that the opti-
mum TX & RX scheme for such values 6fis achieved by only
using transmitter cooperation, i.e. not having the recsivse

In Fig. 2, the upper bounds and achievable rates are plafy power for amplify-and-forward. F@¥ > 20 dB, a gap does
ted for a random channel chosen with an SNR of 0 dB and fePen up between the TX & RX scheme and the TX scheme.
G = 100. If we assume a path-loss exponent of 2, this corréiterestingly, this gap appears at the point where the TXpeoo
sponds to a physical scenario where the distance betweenafi@n scheme achieves the the BC upper bound. Thus, up to the
nodes in the clusters i) times less than the distance betweeRC upper bound it seems that is not worthwhile to do both TX
the two clusters. The rates achievable with TX cooperatiwh a& RX cooperation, but beyond this point (i.e. for larger vesu
with TX & RX cooperation are virtually identical, and bothof G) it becomes worthwhile to cooperate in both clusters.
come extremely close to the broadcast channel upper boundn Fig. 5 the same plot is provided for an SNR of 10 dB.
There, is however, a sizable gap between the BC/MAC uppEne same general trends are noticed in this graph, but notice
bound and the MIMO upper bound. The TX & RX cooperatiothat the difference between the MIMO upper bound and the
scheme will approach the MIMO upper bound, but for largg8C/MAC upper bound is quite small. Again, the TX/RX scheme
values ofGG. The rates achievable with RX cooperation do exs virtually identical to the TX cooperation until the poinhere
ceed the non-cooperative rates achievable with TDMA, ey ththe TX cooperation scheme comes very close to the BC upper
are considerably smaller than the TX cooperation rates. bound. Beyond this point, the TX/RX scheme outperforms the

In Fig. 3, the bounds and rates are plotted for a chanrieX scheme and approaches the MIMO upper bound.
with 10 dB andG = 100. As expected, the gap between the In Figures 4 and 5, there is a significant gap between the rates
MIMO upper bound and the BC/MAC upper bound becomeghievable using TDMA and the rates achievable using TX co-
much smaller. We again see that the TX cooperation schegyseration, even at relatively small valuessfi.e. 10 dB). Thus,
and the TX & RX cooperation schemes come quite close to tiifere is in fact a significant advantage to performing cooper
capacity upper bound, but the RX cooperation scheme pesforation in either or both of the clusters. Another generaldren
quite poorly. seen in all plots is the poor performance of the RX coopermatio

In Fig. 4, the average achievable sum rates using the differeacheme relative to the TX cooperation scheme. For all byt ver
cooperation schemes are plotted ver&uor an average SNR small values of7, the RX cooperation scheme performs much
of 0 dB. To compute these results, a large sample of channgtorer than the TX cooperation scheme. Transmitter coepera
were instantiated (i.e. different random phases) and thieac tion allows for joint encoding (similar to coherent cominig)
able rates were calculated for different valueg:ofand then an of the two messages, while receiver cooperation only pes/id
average was taken over the instantiations. Notice thatifeet an additional scaled antenna output, where the scalingopr
upper bounds are independent®because they assume perfedional to G. For large enougldz, however, the simply amplify-

IX. NUMERICAL RESULTS
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cur in orthogonal channels. This is in not necessarily airegu
ment of such a system, and we could allow all communication
to occur simultaneously in frequency and time.

« Transmission of information to both receivers: We have con-
sidered the situation where each transmitter wishes to agmm
nicate with only one of the two receivers. In a more general
setting, each transmitter may wish to communicate diffeiren
formation to the two receivers, or may wish to communicaée th
same information to both receivers.

« Different transmitter and receiver cooperation schemes: W
have considered a single scheme for each of the three modes
of cooperation. There are, however, many other ways of allow
ing the nodes to cooperate. For example, the transmitters ca
cooperate by using an amplify-and-forward technique. @n th
receiver side, it may also be possible to do some partialdieco
ing of the received message and conveying this information t
the other receiver. This strategy appears to be more useful i
a less symmetric channel, i.e. when one receiver has a much
larger channel gain than the other receiver.

XI. CONCLUSIONS

In this work we have quantified the benefits of transmitter
and/or receiver cooperation in sensor/ad-hoc network-sgi-

% tings. We found that transmitter cooperation or transméted
& s receiver cooperation can lead to significant performance im
5 RX Coop provements in terms of increased data rates. On the othdr han
g 45 . receiver cooperation without transmitter cooperationsdoet
§ — MIMO Upper Bound appear to be very_bene_,-ficiql. Thoug_h the model we have worked

4 o 5C Upper Bound 1 with in this paper is quite simple, this appears to only bebize

TX Coop ginning of a promising line of research examining the begefit
3.5 > > —+— RX Coop .
¢ ] 7~ TX&Rx coop — of node cooperation.
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