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Abstract— A multiple antenna broadcast channel with perfect antenna system operating at 10 dB, for example, this equates
channel state information at the receivers is consideredfleach to 30 feedback bits per mobile.
receiver quantizes its channel knowledge to a finite number fo In this paper, we propose a method that significantly reduces

bits which are fed back to the transmitter, the large capaciy . o
benefits of the downlink channel can be realized. However, th the required feedback load by utilizing a small number of

required number of feedback bits per mobile must be scaled wh ~ Feceive antennas (denoted by at each mobile. The multiple
both the number of transmit antennas and the system SNR, and receive antennas are not used to increase the number of data

thus can be quite large in even moderately sized systems. I§i streams received at each mobile, as they are in point-to-
shown that a small number of antennas can be used at each point MIMO systems, but instead are used to improve the

receiver to improve the quality of the channel estimate proided . . . .
to the transmitter. As a result, the required feedback rate per quality of the channel estimate provided to the transmitter

mobile can be significantly decreased. Each mobile linearly combines the received signals on its
N antennas to produce a scalar output, thereby creating an
. INTRODUCTION effective single antenna channel at each mobile. Trangmiss

is then performed as in a multiple transmit antenna, single
In multiple antenna broadcast (downlink) channels, capacteceive antenna downlink channel. However, the coeffisiefit
can be tremendously increased by adding antennas at only thlinear combiner at each mobile are not arbitrary, buears
access point (transmitter) [1]. However, the transmittetsm are chosen to produce the effective single antenna chamatel t
have accurate channel state information (CSI) in order 10 igan be quantized with minimal error, thereby decreasing the
alize these multiplexing gains. In frequency-division ixed quantization error for each mobile. Increasing the numifer o
systems, training can be used to obtain channel knowledge@deive antennad’ increases the space of possible effective
each of the mobile devices (receivers), but obtaining C8i&@t channels, and thus leads to reduced quantization errorlth a
access point generally requires feedback from each mobileantenna system operating at 10 dB, for example, this method
In the practically motivatedinite rate feedbackmodel, reduces the feedback from 30 bits per mobile in fie= 1
each mobile feeds back a finite number of bits regarding &genario to 25 bits and 21 bits, fo¥ = 2 and N = 3,
channel instantiation at the beginning of each block or #anvespectively.
The feedback bits are determined by quantizing the channeNotation: We use lower-case boldface to denote vectors,
vector to one oR? quantization vectors. A downlink channelupper-case boldface for matrices, and the synihdl for the
with such a feedback mechanism was analyzed in [2][3][4}onjugate transpose. The norm of veckois denoted |x]||.
While only a few feedback bits suffice to obtain near-perfect
CSIT performance in point-to-point MISO (multiple-input, Il. SysTEM MODEL
single-output) channels [5][6], considerably more feeakbia We consider & receiver multiple antenna broadcast chan-
required in downlink channels. In fact, the feedback load peel in which the transmitter (access point) his antennas,
mobile must be scaled with the number of transmit antennaisd each of the receivers hasantennas. The received signal
as well as the system SNR in downlink channels in order & thei-th antenna is described as:
achieve rates close to those achievable with perfect C&IT. |

[2][4], it is shown that the following scaling of feedbackisbi yi=hi'x+n, i=1... . NK @)
per mobile wherehy, hs, ..., hgy are the channel vectors (with;, €
M_1 CMx1) describing theK N receive antennas, the vecterc
B = Pip (1) CMx1jsthe transmitted signal, and, ..., nyx are indepen-
3 dent complex Gaussian noise terms with unit variance. Note
suffices to maintain a maximum gap of 3 dB between perfettiat receiver 1 has access to signals...,yn, receiver 2
CSIT and limited feedback performance when zero-forcirttas access t9n 11, . .., y2n, and thei-th receiver has access
beamforming is used. This feedback load, however, can tey;_1)n41,--.,yn:. There is a transmit power constraint

prohibitively large for even reasonable size systems. IDa of P, i.e. we must satisfyE|||x||?] < P. We useH; to



denote the concatenation of tlie¢h receiver's channels, i.e. Since the transmitter does not have perfect CSl, ZFBF must
H; = [hi_1)n41---hng]. For simplicity of exposition we be performed based on the quantizations instead of thelactua
assume that the number of mobiles is equal to the numirannels. When ZFBF is used, the transmitted signal is d&fine
of transmit antennas, i.e){ = M. The results can easily asx = Zf‘il x;v;, where eacl; is a scalar (chosen complex
be extended to the case whefé < M, and the proposed Gaussian with poweP/M) intended for the-th receiver, and
technique can be combined with user selection wiRen M. v; € CM is the beamforming vector for thieth receiver. The
Furthermore, the number of receive antennas is assumed tdbamforming vectorsy, . .., v, are chosen as the normalized
no larger than the number of transmit antennas, Nes M. rows of the matrix[h; - --hy/] ", i.e., they satisfy||v;|| =

We consider a block fading channel, with independentfor all < and flffvj = 0 for all ;7 # 4. If all multi-user
Rayleigh fading from block to block. Each of the receivermterference is treated as additional noise, the resuliigR
is assumed to have perfect and instantaneous knowledge ohitthe-th receiver is given by:
own channeH;. Notice it is not required for mobiles to know £|th-|2
the channel of other mobiles. In this work we study only the SINR; = M ZP ! .
ergodic capacityor the average rates achieved over an infinite I+ Zj;éi 2z /i v;?
number of blocks (or channel realizations). Note that the interference terms in the denominator aretistri
A. Finite Rate Feedback Model positive becausd; # h;, i.e., due to the quantization error.

(®)

Here we briefly describe the feedback model for a single I1l. EFFECTIVE CHANNEL QUANTIZATION

receive antenna\ = 1). At the beginning of each block, each | this section we describe the proposed method to reduce
receiver quantizes its channel (with assumed to be known the quantization error in the transmitter's estimate of i
perfectly at thei-th receiver) toB bits and feeds back thejje channels. We begin by first describing a simple, antenna
bits perfectly and instantaneously to the access pointtovecse|ection method for reducing feedback, which motivates th
quantization is performed using a codebdbthat consists of patter performing effective channel method

B i i : 2 _ - ) : .
27 M-dimensional unit norm vector§ = {wi,...,Wys}, A simple method to utilizeN receive antennas is to sepa-
where B is the number of feedback bits. Each receivghiely quantize each of tha channel vectors and then feed
quantizes its channel vector to the beamforming vector tha{.k the index of only the best of th¥ quantizations. If
forms the minimum angle to it, or equivalently that maxinsizefo; example, antenna had the minimum quantization error,
the inner product [7] [8]. Thus, useémuantizes its channel 10 the mopile would only send the quantization index descgbin

h;, chosen according to: antennal and would only utilize the first antenna when
h; = arg max |hfw| A3) receiving. It is straightforyvar_d to show that choosing thestb
W=W1,.., Wy of the N channel quantizations, each from a codebook of
= arg  min_ sin®(Z(h;,w)). (4) size 2P, is equivalent to quantizing a single channel using
WEW s WaB a codebook of sizeV - 2B, Thus, if B feedback bits are

and feeds the quantization index back to the transmittés. Itsent by each mobile, a system wif¥i antennas per mobile

important to notice that only the direction of the channeitee will perform identical to a single receive antenna systerthwi

is quantized, and no magnitude information is conveyedédo tii3+log, N feedback bits per mobile. Thus, utilizing receive

transmitter. The quantization error can be thought of dgeeit antennas in this simple manner decreases the feedbackyoad b

the angle between the channel and its quantizaﬁ(jmi,ﬁi) log, N bits per mobile.

or the quantitysin®(Z(h;, hy)). A more significant decrease in feedback load can be
In this work we usaandom vector quantizatioRVQ), in achieved by considering all possibiaear combinations of

which each of the2? quantization vectors is independentlfthe N received signals, instead of limiting the system to

chosen from the isotropic distribution on thé-dimensional selection of one of theV signals. Consider the effective

unit sphere [5]. To simplify analysis, each receiver is assth received signal at the first receiver after linearly comtgrthe

to use a different and independently generated codebook. Wereceived signals by complex weighis = (1,1, ---,71,~)

analyze performance averaged over all such choices of nrandsatisfying|vy,| = 1:

codebooks. Random codebooks are used because the optimal N N

vector quantizer for this problem is not known in general and eff _ H _ H (W H

known bounds are rather loose, whereas RVQ is amenable u ;%’kyk 27 (b )

to analysis and also provides performance that is measurabl

N
close to the optimal [5]. = nyfkhkff) x4n
B. Zero-Forcing Beamforming y
After receiving the quantization indices from each of the
mobiles, the AP can use zero-forcing beamforming (ZFBF) tehere hef = fo:l v1,6hy = Hyy, andn = fo:l ’yfknk
transmit data to thé/ users. Let us again consider the= is unit variance complex Gaussian noise becagysé¢ = 1.
1 scenario, where the channels are the vectors .., hy,. Since any set of weights satisfying the unit norm can be

1
= (h¥Mx 1 n,
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Fig. 1. Effective Channel fodf = K = 3, N = 2 System Fig. 2. Quantization procedure for a two antenna mobile

chosenh® can be inany direction in the subspace spanneHeCtor onto this subspace along with the subsequent angular

by hi,...,hy. Thus, the quantization error is minimized byF"or- _ .
choosingh®™ to be in the direction that can be quantized W& now summarize the procedure for computing the quan-

best, or equivalently the direction which is closest to ofie §zation vector and the weighting Yec'For of tixth mobile:
the quantization vectors. The combiner structure for a 3 use 1) Compute the channel quantization:
channel withAf = 3 and N = 2 is shown in Fig. 1. -

Let us now more formally describe the quantization process hi = argw:wrf}}ngB |4 (w, sparftL))
performed at the first mobile. As described in Section I14#¢ t N
guantization codebook consists2t isotropically chosen unit = arg max Z lw qp|?. (9)
norm vectorsw., . .., wyz. In the single receive antenna/ (= WEWLe B T
1, H; = hy) scenario, quantization is performed by choosing  whereq;,...,qy is an orthonormal basis for the span

the quantization vector that has the smallest angle between of the columns off;.
itself and the channel vectdr;. WhenN > 1, we compute  2) Pproject the quantization vector onto the span of the

the angle between each quantization vector andstlmspace channel vectors:
spanned by théV channel vectors, and pick the quantization N <
vector that forms the smallest such angle. Alternativeyghe gProl D k=1 q’c(}}i qax) .
guantization vector is projected onto the span ofhehannel ' I Zivzl qr(hfqp)||
vectors, and the angle between the quantization vectortand i 3) Compute the weighting vecter;:
projection is computed. I§,...,qy forms an orthonormal ) o
basis for spath;,..., hy) (easily computable using Gram- (HIH;)  HES(™ (10)
. . . A . i Y = — —.
Schmidt), then the quantization is performed according to: i I (HfIHZ) 1 HA ™|
h; = arg _min [Z(w,sparthi,....hy))| (6)  Eachmobile performsthese steps, feeds back the index of its
e N guantized channel, and then linearly combines\itseceived
B H. 2 signals using weighting vectoy, to gety®" = (h)Hx 4 n
= ar . 7 ; ? ¢ ¢
gw:wnln,z_pfsz ;; W a| (7) with he = H;~,.

The proposed method finds the effective channel with the
Let us denote the normalized projection df, onto minimum quantization error without any regard to the résgit
sparthy, ..., hy) by the vectos" . Notice that the direction channel magnitude (i.e|/h&"||). This is reasonable because
specified bys?™ has the minimum quantization error amonggjuantization error is the dominating factor in limited feadk
all directions in spath;, ..., hy). Thus, the effective channeldownlink systems, as we later see in the sum rate analysis.
should be chosen in this direction, i.e., we wish to chooseHowever, it may be useful to later study alternatives that
unit norm vectory, such thath®" = Zj,v:l y1,;h; =Hyv, is  balance minimization of quantization error with maximisat

in the direction of the projected quantization veatBiP’. First ©f channel magnitude.

; N _ Proi
we find the vectpru eprcoj . guch thatH,u = s; ~, and then IV. SUM RATE ANALYSIS
scale to gety,. Sinces] ~ is in sparfH; ), u can be found by

the pseudo-inverse i, : The effective channel quantization procedure converts the

multiple transmit, multiple receive antenna downlink cheh

1 _ : . L i :
u= (HTH,) 1P (8) into a multiple transmit, smgle recgf:ve antenna downlink
channel with channel vectoig", . . ., h§} and channel quan-
and the coefficient vectoy, is the normalized version ai: tizationsh; - --hj,. In fact, the transmitter need not even be
Y = - It is easy to check thathé|| = 1/||ul|. aware of the number of receive antennas, since the multiple

The quantization procedure is illustrated foNa= 2 chan- receive antennas are used only during quantization.
nel in Fig. 2. In the figure the span of the two channel vectors After receiving the quantization indices from each of the
is shown, along with the projection of the best quantizatianobiles, the transmitter performs zero-forcing beamfoigmi



(as described in Section 11-B) based on the channel quantizat extend to the scenario whete< N < M. However,
tions. The resulting SINR at theth receiver is given by: numerical results very strongly indicate that the conjexis
true for all values of N and M. The claim is trivially true
£ (0 v, - -
SINR,; = M = :f . (11) whenN =1 becauseht™ = h; when mobiles have a single
1+ 305 7 () vy )2 antenna). Furthermore, it is known that(vZHZ H,)~1v) is
We are interested in the long-term average sum rate achie gasquare_mstnbuted Wita(M — N +1) degrees of freedom
or any unit normv [10].

in this channel, and thus the expectation of, log(1 + _ o _
— ?; N = M, there is zero quantization error but the resulting

SINR;). Since the beamforming vectors are chosen accordin N /
ctive channels have only two degrees of freedom. This

to the ZFBF criterion based on the quantized channels, the o X
safisfy [|v;|| = 1 for all i and hyv; = 0 for all j # i sCenario is not relevant, however, because higher ratebean
7 - iVj = .

Quantization error, however, leads to mismatch between tghieved by simply transmitting to a single user using point

effective channels and their quantizations, and thustlstricto'pOInt MIMO _techmques, since such a system hgs the same

positive interference terms (of the forfth®)#v;|?) in the number of spatial degrees of freedom as the downlink channel
(3

denominator of the SINR expression. B. Sum Rate Performance Relative to Perfect CSIT

A. Preliminary Calculations In order to study the effect of finite rate feedback, we
mpare the sum rate achieved using finite rate feedback and
ective channel quantization (fo¥ > 1), denotedRrp5(P),

o the sum rate achieved with perfect CSIT in Jahtransmit,

single receive antenna downlink channel, denotedy(P).

We use the single receive antenna downlink with perfect

. B . CSIT as the benchmark instead of ti#é receive antenna

minimum of 2 independent betg) — N, N') random vari- perfect CSIT downlink channel because the proposed method

ables. : - : ) .
] . effectively utilizes a single receive antenna per mobile fo
Proof: If qi,...,qny denote an orthonormal basis for . . .
sparfH,), cos? (< (w, sparH;)) ZN wh g |2 for an reception, and thus cannot outperform a single receivenaate
pantii), i,SP 5 2ik=11W; dk 1Y downlink channel with perfect CSIT, even in the limit of an
quantization vector. Since the basis vectors and quaitizat. .. . . } .
. : . S infinite number of feedback bits. Furthermore, this analysi
vectors are isotropically chosen, this quantity is the segdia :
e Yy, allows us to compare the required feedback load with> 1
norm of the projection of a random vector & onto a

random N-dimensional subspace, which is described by thand the proposed method to the required feedback load for

beta distribution with parameters and M — N [9]. By the Jownlink channels with single receive antennas, studied in

: <tribution: [2][4].
properties of the beta distributiosin® (/(w;, sparfH;)) = , : . . .
1 — cos? (£(w;,sparfH,)) is beta(M — N, N). Finally, the Let us first analyze the rates achieved in a single receive

independence of the quantization vectors and the Ch{jmnantenna downlink channel using ZFBF under the assumption

N ; oeflsperfect CSIT. If the transmitter has perfect CSIT, the
implies independence of tt&® random variables. [ ] .
. . . .beamforming vectors (denoteq; ;) can be chosen perfectly
The following lemma and conjecture characterize the dis- ’ T .
L . orthogonal to all other channels, thereby eliminating alltim
tribution of the effective channel vectors.

user interference. Thus, the SNR of each user is as giver) in (5

In order to analyze the expected rate of such a syste
the distribution (over the random channels and quantiaati
codebooks) of the quantization error betwdefi and h; and
of the effective channel must be characterized.

Lemma 1:The quantization errosin?(Z(h;, he")), is the

Lemma 2:The normalized effective channels_ . : . . .
ne b are iid isotronic vectors i€ M with zero interference terms in the denominator. The regplt
(M7 |[hgy ] P ' average rate is given by:

Proof: From the eaEfIier description of effective channel
guantization, note thaﬁ%z“ﬂ = s, which is the projection Eu|Rzr(P)] = En {log (1 + £|hz‘HVZF,i|2>:| .
of the best quantizatioﬁ vector onto spHR). Since each M
quantization vector is chosen isotropically, its projectis Since the beamforming vecter;r; is chosen orthogonal to
isotropically distributed within the subspace. Furthereydhe the (M —1) other channel vectorsh; },..;, each of which is an
best quantization vector is chosen based solely on the anijdeisotropic vector, the beamforming vector is also anrispic
between the quantization vector and its projection. Tskftrfé vector, independentof the channel vectoh;. Because the
is isotropically distributed in spdHl;). Since this subspace iseffective channel vectors are isotropically distributedrima
also isotropically distributed, the vectef'® is isotropically 2), the same is true of the beamforming vectors and the
distributed inC*. Independence holds due to the indeperffective channel vectors when the proposed method is used.
dence of the quantization vectors and channel realizatimns If the number of feedback bits is fixed, the rates achieved
Conjecture 1: The squared norm of the effective channedith finite rate feedback are bounded even as the SNR is
hé is chi-squared witt2(M — N + 1) degrees of freedom. taken to infinity. Thus, the number of feedback bits must
While this conjecture can be proven for the case whdie appropriately scaled in order to avoid this limitation.
N = M using the fact that the diagonal entries(®f, H)~!  Furthermore, it is useful to consider the scaling of bitsuresg
are each inverted chi-square with two degrees of freeddm maintain a desired rate (or power) gap between perfect
whenH; is square [10, Theorem 3.2.12], this proof does n@SIT and limited feedback. Thus, we study the rate gap



at asymptotically high SNR, denoted @sR. Some simple
algebra yields the following upper bound foR:

AR Jim Euw[Rzr(P) — Rpr(P)]

30

N
al
T

~N
, P T
< lim By {bg <1 + Mlh?vZFIQ)] - @ " PerfectCSIT
p s} Zero—Forcing
E log 1+ —|(hM v, 2)} + ="
v 1o (14 4718w, 2 .
O 10-
P © Limited FB
Euw (log | 1+ Z M|(h$ﬁ)H"j|2 S (N=1,2,3)

J#i
The difference of the first two terms is the rate loss due tc b
the reduced effective channel norm (Conjecture 1) and ca
be computed in closed form using the expectation of the
log of chi-square random variables, giving a loss/ef =
logs e S0t w1 +. The final term is the rate loss due to the
guantization error and can be upper bounded using Jensen’s
inequality and some of the techniques from [2][4] to give: approximation for the feedback reduction as a function ef th

number of mobile antennays:
N -1 M-1
P;p +log, (N—1> — (N —1)log,e.

For N = 2, the feedback savings is given by:

i i i
10 20 25

15
SNR (dB)

Fig. 3. Sum rate of\/ = K = 6 downlink channel
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P
Aa + 10g EH,W 1+ Z Ml(hfﬁ)HVjF
JFi
M=zN+1
M

We now utilize Lemma 1 to estimate the quantization error.
If we let X be a betaM — N, N) random variable, the CCDF The sum rate of a 6 transmit antenna downlink channel

of X can be accurately approximated fer~ 1 as P(X > is plotted in Fig. 3. The perfect CSIT zero-forcing curve is

T) ~ (1\1\{:%)(1 —2)(M=N)_Since the quantization error is oneolptted along with the rates achieved u.s.ing.finite rate faeklb
minus the maximum oRZ such random variables, we useVith the feedback load scaled as specified in (12)¥or 1,2

extreme value theory and findsuch that RgX > ) = 2-2 and3. Notice that the rates achieved for different numbers of

to get the following approximation for the quantizationcgrr fransmit antennas are nearly indistinguishable, and adleth
. curves are approximately 3 dB shifts of the perfect CSIT eurv
M—1\ M-~
(v-)

Aq + log {1+P( )E[sinQ(é(ﬁi, h$™)]

1
Arp(2) = §PdB +logy (M — 1) — log, e.

__B
~2 M-N

In this system, the feedback savings at 20 dB is 7 and 12 bits,
respectively, for2 and3 receive antennas.

E[sin? (l(ﬁi, hfﬁ))]
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