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Abstract—We consider a MIMO line of sight (LOS) surrounding scatterers. LOS channels also serve as a
broadcast channel where each user has perfect knowledgegood approximation for channels with very low angle
of its own channel and feeds back ‘quantized’ channel spread, for example those typically found in suburban
information to the transmitter with finite number of bits. 54 ryra| cellular environments. Assuming the receivers
The rate loss incured due to imperfect channel information .o o iciently far from the transmitter so the received
at the transmitter is quantified in terms of the number of .
feedback bits, assuming that low-complexity zero-forcing signal can be modeled as a planar wavefront, the channel
beamforming is used by the transmitter. Moreover, in order Phases of a LOS channel are totally correlated and can be
to maintain a constant rate loss relative to a perfect CSIT Characterized by the signal’s direction of arrival relativ
system, it is shown that the number of feedback bits per to the position of the transmitter array elements.
user should grow linearly with the system SNR in dB  In practical frequency division duplexed (FDD) sys-
but only logarithmitcally with the number of transmit an-  tems, channel knowledge at the transmitter is obtained
tennas. Simulation results comparing zero-forcing, MMSE  from channel estimates that are fed back from the users
and conventional beamforming with greedy user selection o er |imited rate channels. Previous work on ZF beam-
and finite rate feedback are also presented. forming with limited feedback focused on independent
and identically distributed (I1ID) Rayleigh channels [2],
i.e., rich scattering environments. It was shown that in

We consider a downlink channel where a transmitterder to maintain a constant rate loss with respect to the
with A/ antennas simultaneously serves multiple useideal case (perfect CSIT), the number of feedback bits
each with a single antenna. Because of the complerust be scaled linearly with both the system SNR in
ity of capacity-achieving techniques (dirty paper codiB andM the number of antennas. As we show in this
ing), we consider simpler suboptimum techniques. Zerpaper, for LOS channels feedback must also be scaled
forcing (ZF) beamforming is a suboptimum techniquknearly with SNR, albeit at a slower rate, but because
implemented with conventional single-user coding thaf the antenna correlation, the scaling relationship with
exhibits optimum capacity scaling as the number of usatsspect to the number of antennas is ohly M. It is
grows without bound [1]. During a given transmissioquite intuitive that the feedback requirements should be
interval, under ideal channel phase knowledge at thmuch less stringent in LOS environments as compared to
transmitter, up to M users can be served, each by a sefieh scattering environments since pure LOS channels are
rate beam such that each user receives zero interferecempletely characterized by direction of arrival, and our
from beams serving the other users. analysis confirms this intuition and accurately quantifies

In this paper we study the performance of ZF bearthe feedback requirements.
forming under limited channel feedback in line of sight It is important to note that performing ZF beamform-
(LOS) channels. LOS channels occur in practice whémg allows the system to realize spatial multiplexing
the transmitter is located well above its surroundinlgenefits (i.e., simultaneous transmission of multiple data
scatterers. This would occur, for example, in fixed wirestreams) even though each receiver has only a single
less systems when base station transmit antennas ar®nna. This is true for either LOS or rich scattering
mounted on a tower which is significantly higher thaenvironments, and is perhaps the key benefit of so-called
surrounding buildings or trees. Note that the receivemsulti-user MIMO techniques. In rich scattering, spatial
could be located lower, even below the height of itswltiplexing can altenatively be realized using point-
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to-point MIMO techniques if receivers (mobiles) aravhere r is the difference between the maximum and
equipped with multiple antennas. However, this alternezinimum values over whickin(6;) is quantized; is
tive is not possible in LOS channels: parallel channelsed to construct the quantized channel vebtoat the
cannot be formed due to the lack (or very low degre&gpnsmitter:

of scattering, and thuswuilti-user MIMO is in effect the 1
only possible method to realize spatial multiplexing in 1 o—I kb,
LOS environments. h = — . (4)
VM :
[I. SYSTEM MODEL o—I (M=1) 2L,

We consider a smglg transmitter aiid user system This corresponds to a codeboglof 25 M/-dimensional
where each user (mobile) has a single antenna and (L'Ia

?n lex vectors, the:th component of théth codevec-
transmitter (base station) hag antennas. The broadcas{Or (51 1 M andb — 1 P 25) being:
channel is described as: T Ty ’

1
yi:hZ-Hx—l—ni, i=1,..., K Q) VM

1
b-3

e—j?w(m—l) 55 (5)

wherey; € C is the received signal at thé" user, whend = % These vectors efficiently span the subspace
h; € CM the channel vector from the transmitter to thef LOS vectors and are similar to those used in beam-
it" userx € CM the transmitted signal and € C, i = forming proposals found in LTE standards [3].

1,...,K are independent and complex Gaussian noiseFor linear beamforming the transmitted signal is cho-
with unit variance. The input must satisfy a transm#en as:
power constraint such thak[||x||?] < P. We also P U
assume that Zero-forcing (ZF) beamforming is employed x= \/%Z; Visi ©)
i—

and that the number of users is givenfas= M exactly.

Simulation results for greedy user selection and oth&feres; € C is the data symbol destined for usefof
beamforming schemes are presented later. unit variance) andv; € CM is the unit beamforming

We assume a pure line-of-sight (LOS) channel modé#ctor- F°”°Wi”91}he Zero-Forcing proceduye is se-
with a one dimensional antenna array at the transmit{gfted such thab;’v; = 0 Vk = 1... K,k # i so that

with antenna spacing: the interference terms are zero. This procedure can be
written as:
1 VvV = HHTH) 7)
e—jﬂ)\d sin(0;) ) o R
h;, = ) (2) where H = [hy,hy,... ,hg] and the normalized

: columns ofV are used as the beamforming vectors.
e—j(M—1)¥ sin(6;)
[1l. THROUGHPUTANALYSIS

where A is the communication signal wavelength and |, case of perfect shannel state information at the

0; is the angle of depa_rture mea;ured W'th re_spect #8nsmitter (CSIT), the transmitter is able to suppress
the antenna array boresight direction. For simplicity tI‘QI interference terms giving a per user throughput of:
users are all assumed to be at an equal distance from the P
transmitter. _ H 2

Each of the receivers is assumed to have perfect Rosi(P) E{ng <1+ M|h2 vard ﬂ ®)
and instantaneous knowledge of its own channel VeCtWherevZF_ is selected such th&thvZF. — 0 VEk —
which in LOS channels corresponds to knowledgdiof | g 1. 75 i '

(or sin(6;)) at useri. The channel vector is quantized Eoy finjte rate feedback a8 bits per user, the per user

at each receiver and fed back to the transmitter OVefiRoughput is given as §s any user froml to K = M):
zero delay, error free, finite rate channel. We analyze

the case where each user quantizesiitd;) uniformly Rpp(P) =E[log, (14 SINR;)] €)
(with rounding) usingB bits and feeds this back to thpwhere
transmitter i.eaw; = q(sin(6;)) where:

: A r SINR; =
[sin(6:) — ] = 16| < s ©)
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This gives: where
2
p K u cos? éhi,ﬁi = M2 Z eI (sin(0:)—1:)
Rpp(P)=E | logy [ 14+ =Y |hffv]
M . (Mnd 2
k=1 (© 1 sm( T 5)6 (M-1)nd ¢
K = - —_—— = 7
M2 : 7rd
—E | logy [ 1+ Z \thk]2 (11) sin (509)
k 1,k B 1 sin? (@5) (14)
M2 sin? (“Tdé)
2 _ 2
The rate loss per user incurred due to finite rate 2 1_ 7(M D) d_252
feedback with respect to perfect CSIT at the transmitter M23 . 22
can thus be written as: > 11— ( 12— )ﬂ2ﬁr22—23 (15)
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where (c) follows by evaluating the sum of the series of
exponentials, (d) is obtained by a second order Taylor’s
expansion aboui = 0, and (15) follows from (3). This
bound also suggests that quantiziig(6;) such thatd|
is minimized is approximately equivalent to choosing a
vector from the codebooR (see (5)) such that the angle
between the vector and the actual channel is minimized.
Using (15) and (13) in (12), the rate loss can be
approximately bounded by a function of the number of
feedback bits per user:

AR(P) S logy(1+C(M,d,\,r) P 2728 ) (16)

whereC(M, d, A, r) = WUOE DAY The rate loss
appears to be an increasing function of the SRRnd

(16) suggests that increasifijas P increases will bound

the rate loss by a constant. In order to maintain a rate loss
AR(P) of no more tharlog,(b) (bps/Hz) per user, the
sufficient number of bits can be (approximately) found
by inverting expression (16) and solving fé.

Pip

1
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where (a) follows by neglecting the interference termo maintain an SNR loss of at mostiB between the
w.r.t. the signal component, and (b) follows from theates under finite rate feedback and perfect CSIT, set
fact that when the quantizations are very good, the angles 2:

formed betweet;, vz, andh;, v; are nearly the same.

In order to bound the term in (12), it is desirable B =
to bound the angle betweeiml vy for k # i. Taking

1)7?

P 1y (M — 1)(M? -

6 12 (18)

advantage of the fact that; and v, are orthogonal (by In (18)d is selected to have & spacing between antenna

ZF):

[y [* =

= |h v |?

b/, |?
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M (1 — cos? Zh;, hy)

> + [b) vy |?
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elements and; ranges fron0 to 2 i.e. sin(#;) ranges
from —1 to 1 and r = 2. Interestingly, the number
of bits must be scaled with the system SNR but the
slope of this linear dependence is independent of the
number of antenna element$. This is in contrast to the

(13) scaling law for IID Rayleigh fading systems [2], where



the number of bits is scaled linearly wiff. For a3 dB  setIl = {x(1),7(2),...,n(K)} are selected using a

gap in such environments: greedy algorithm [6] (with quantized information in the
M—1 finite rate feedback cas~e)/ = [\71,\72,...3\7[%] and
Brayleigh= 5 Pyg. (19) the beamformers for th& users arev; = e 6=

Note that the slope with SNR is considerbly higher andd - - - » /- This procedure is described in Algorithm 1.
that there is a linear dependence bh

Algorithm 1 Greedy User Selection
1L.II=¢ > Initialize set of users
2. for k=1to K do

IV. SIMULATION RESULTS
A. Feedback without User Selection

Simulations for a system with/ = 4 transmit 3. Find useru that maximizesR(II U u)
antennas andy antenna placement with; distributed 4. R(ITUw) < R(II) or |TI| = M then
uniformly in [0, 27] are shown in the Figure 1. Thg's & break
are assumed to take a value for a certain time block;.  g|se
independent of previous values or each other and ai. O=TlUu

users are distributed uniformly on a circle of fixed radiusg. end if
about the transmitter. The number of bits per user ig. end for
determined by (18) to maintain an SNR gap 31B.
The number of bits required is found to be quite small

(only 7 bits even at30 dB). However, if there are only In the algorithm,R(II) is the computed rate given a

K = M = 4 users in the system, the probability otet of userdI and their corresponding channel vectors
the channels of two or more users having the same. by summing (11) for each user Ifi. The channel
quantization is quite large. At high SNR however (dugectors may be the actual channel (2) or the quantized
to large B), it is possible to beamform to all of th€ = channel (4) and the beamformers are selected according
M users with high probability. Although not practicalio (20), (21) or (22).

these simulations gerve_the_purpose of illustrating that 8Figure 2 and Figure 3 compare perfect CSIT and
constant rate gap is maintained. _ limited feedback with fixed number of bits3(= 3, 5)

The SNR gap is found to be at most5 dB instead 4nq gifferent)s. Keeping the number of bits fixed is seen
of 3 dB as (16) is a conservative bound. Nevertheless, resylt in an increasing gap between the rate curves,
a constant gap is indeed maintained between the perfeeliting in failure to capture full multiplexing gain. The
CSIT rate and the rate with CSI feedback by scaling “ﬂférformance of ZF and MMSE with user selection is
bits as per (18). Simulations suggest that using one l8§§nd to be nearly the same, with MMSE performing
bit than that suggested by (18) would be more praCtiCﬂlrarginaIIy better at lower SNR values. Wifh = 3, the
Moreover, the number of bits required varies only agnr gap between perfect CSIT and limited feedback
O(log M) from (18) and varies no more than a bit fromg, zF and MMSE is found to be less thandB upto
M =510 M = 20. a system SNR ofl0 dB. For B = 5, this is extended

B. Feedback Performance with Greedy User Selection 10 22 dB. Note that 5 feedback bits allows performance
Figures 2-4 compare pure Zero-Forcing, MMSE (Overy ,C_IOS(.E t(.J per.fect .CSIT for a very __broad_range of

, . ) , NR’s; this is quite different than the iid fading case,
regularized Zero-Forcing [4]), and ‘matched or Corg, .\ coodpack of 10 or more bits per user would be
ventional beamforming (i.e. PARC with codebooke P

[3], [5])- The three schemes select beamforming vectorr%qUIred for similar performance [2].

according to: _F?gure 4 includ_es bit scaling as per (18), with a
o minimum of one bit used for feedback. The gap at low

ZF vV = HH"H) (20) SNR in Figure (4) is due to the fact that only a single bit
e erHG X L\ of feedback is used at low SNR. Again, the performance

MMSE V = HH"H+ fIK) (21) of ZF and MMSE is similar. The SNR offset between
PU’RC Vo = flw(i)a (22) ZF with perfect CSIT and limited feedback is bounded

. . . ) by about 1.75 dB. The sum rate with conventional
whereH = [h; (1), hy9), ..., h, )] Here, among the heamforming and limited feedback does not scale with

K = 20 users in the systemi users forming the SNR as the system becomes interference limited.



M =4, K = 4 (High SNR) M = 6, Greedy selection among K = 20 users
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