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ABSTRACT

The performance of wireless networks
depends critically on their spatial configuration,
because received signal power and interference
depend critically on the distances between
numerous transmitters and receivers. This is par-
ticularly true in emerging network paradigms
that may include femtocells, hotspots, relays,
white space harvesters, and meshing approaches,
which are often overlaid with traditional cellular
networks. These heterogeneous approaches to
providing high-capacity network access are char-
acterized by randomly located nodes, irregularly
deployed infrastructure, and uncertain spatial
configurations due to factors like mobility and
unplanned user-installed access points. This
major shift is just beginning, and it requires new
design approaches that are robust to spatial ran-
domness, just as wireless links have long been
designed to be robust to fading. The objective of
this article is to illustrate the power of spatial
models and analytical techniques in the design of
wireless networks, and to provide an entry-level
tutorial.

THE IMPORTANCE OF SPACE IN
WIRELESS NETWORKS

The importance of transmit-receive distance in
wireless communication has long been known.
For example, the range of a wireless link has
been considered important dating to the time of
Marconi, and such thinking has evolved into
link-budget analyses that are buttressed by fad-
ing margins, resulting in well-understood rate vs.
range trade-offs [1]. While such an approach is
appropriate for point-to-point wireless links, it is
insufficient for networks due to the critical role
of interference. Within the literature on wireless
network design, the desire for tractability has led
to over-simplified models, such as assuming all
interfering nodes contribute equally to the aggre-
gate interference or disc-like models where
interferer impact is binary, i.e., interference has
either no impact or it leads to complete packet
loss. Such models fail to correctly capture the

nature of wireless propagation or the importance
of the interferers’ locations, since average
received signal strength falls off continuously
with distance.

The challenge of spatial modeling can be
illustrated by comparing the spatial resource to
time/frequency resources. Wireless transmissions
need to be separated in time, frequency, and/or
space to avoid excessive interference. Space is by
far the most challenging resource to use effi-
ciently, for two reasons:
¢ In space, transmitters and receivers are not

collocated
e Power from undesired transmitters leaks in

space over relatively large distances
In contrast, when using time or frequency divi-
sion, transmitters and receivers are collocated
(in time/frequency), and the spilling can be mini-
mized. This is illustrated in Fig. 1. In time, when
turning off a transmitter, radiated power is driv-
en to zero almost immediately. In frequency,
waveforms are designed such that the power fall
off is 100 dB or more per decade. In contrast,
the falloff in space is only about 20-40
dB/decade. For example, Wi-Fi devices are
required to suppress their transmissions in fre-
quency by 20 dB over just 2 MHz, which is only
10 percent of their bandwidth and 0.01 percent
of a decade (which would run to 24 GHz). In
short, interference in time and frequency can be
engineered, whereas interference in space is held
hostage by Maxwell’s equations and there are
very few practical options available to reduce
interference to neighboring receivers short of
reducing the transmit power; which would equal-
ly affect the strength of the desired signal and
thus not increase the signal-to-interference ratio.

RANDOM SPATIAL MODELS

Because spatial configurations may vary widely
over an enormous (often infinite) number of
possibilities, one cannot design most systems for
each specific configuration but must instead con-
sider a statistical spatial model for the node loca-
tions. The usefulness of recent innovations such
as wireless network coding and interference
alignment depends critically on the relative posi-
tions of transmitters and receivers: but just how
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likely are configurations where these techniques
are effective? An accurate performance assess-
ment is only possible with an accurate proba-
bilistic model for those positions. Just as one
uses a fading or shadowing distribution to model
the variety of possible propagation environments
in a wireless link, one should use a statistical dis-
tribution to model the variety of possible net-
work topologies. In spite of this necessity,
accounting for the distribution on locations has
been somewhat slow to migrate into our under-
standing of wireless networks.

FEMTO, COGNITIVE, AND MESH NETWORKS

Many of the most pressing questions about wire-
less networks are fundamentally spatial in
nature, for example:

* What effect will the largely unplanned
deployment of hundreds of millions of fem-
tocells, relays, and other hotspots in the
next decade have on other users of that
spectrum?

* When and how can cognitive radios be used
in white space without affecting the perfor-
mance of incumbent users, who are typical-
ly distributed in space with unknown
locations?

* How should wireless multihop networks be
designed, given that users are scattered in
space and may even be mobile? What are
good physical layer, medium access control
(MAC), and routing protocols for ad hoc
and mesh networks?

Fortunately, there is a sophisticated mathe-
matical toolset that can be applied to help
answer such questions. The field of stochastic
geometry (i.e., the statistical modeling of spatial
relationships) has been extensively developed
over the last two decades and continues to
mature with a flurry of recent results extending
up to the present. Although most applications of
stochastic geometry have thus far focused on
purely wireless (ad hoc) networks, these tools
are equally useful and necessary for other emerg-
ing wireless paradigms that involve randomly
located transmitters and receivers, such as fem-
tocells and cognitive radios.

The goals of this article are:

* To argue that such tools are essential to
understanding fundamental network quali-
ties such as connectivity, coverage, and
capacity

* To provide a basic primer on how these
tools may be applied for modeling and anal-
ysis

* To identify future research areas where
these tools may be useful, while enumerat-
ing what innovations in the theory itself
would be helpful.

SPATIAL MIODELS AND METRICS FOR
WIRELESS NETWORKS

The effectiveness and efficiency of a wireless
network are best characterized by metrics such
as connectivity, capacity/throughput, and reliabil-
ity (e.g., packet error rate or outage probability).
Each of these metrics is a complicated function
of all the links in the network that potentially
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Figure 1. a): Transmissions in time/frequency can be tightly packed, but not in
space. (b) In frequency division multiplexing, power falls off very quickly out-
side the desired band. In space, the power decay is slow and uncontrollable,
and causes potentially severe interference to neighbors.

connect each pair of nodes. As the network
grows in size to even a moderate number
(10-100) of nodes, the number of possible com-
binations of communicating pairs explodes and a
deterministic evaluation of these metrics is cum-
bersome at best. In order to speak coherently
about the performance of the network and to
meaningfully compare various techniques and
protocols, a sensible approach is to discuss statis-
tical conditions over the network, such as aver-
ages or probability of outage/success.

MODELING NODE LOCATIONS:
SPATIAL POINT PROCESSES

Inter-node distances significantly affect network
performance. Therefore, a stochastic model for
the node locations (i.e., a spatial point process) is
needed. Spatial point processes are the general-
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Point Process

Key Properties

Practical Example

Reference

Poisson (PPP)

Binomial

Poisson cluster
(PCP)

Poisson plus
Poisson Cluster

Matern hard
core

Minimum distance between nodes.

Determinantal

Table 1. Common spatial models, in approximate order of simplicity/tractability.

1 Using two or more sepa-
rate frequency bands adds
a degree of freedom for
scheduling and would
usually reduce the number
of interferers per band, but
in its essence the problem
is unchanged in each
band. Hence we restrict
our attention in this arti-
cle to operation in a single
band.

Mutual independence between (transmitting)
node locations.

Similar to PPP as far as i.i.d. node locations, but
with a fixed number of nodes in a given area.

Clustering of nodes, with independence between
cluster locations.

Independence between the PCP and the PPP.
Attraction between nodes.

Repulsion between nodes, e.g. Ginibre Process.

Ad hoc networks with pure random channel Fig. 3. Most
access. prior work.
A known number of relays or mobile users 4]
deployed at random in a cell of known size

Sensor networks, military platoons, an urban (5]
network with dense hotspots.

PPP represents the mobile users in a macrocell Fig. 5. [6]
and the PCP represents femtocells or hotspots. 9->
Carrier sensing wireless networks with colli- Fig. 3. [2]
sion avoidance, e.g. WiFi. 9.2
CSMA networks, networks with soft minimum Figh 2

ization of point processes indexed by time to
higher dimensions, such as 2-D and 3-D space.
Stochastic geometry provides the tools to ana-
lyze important quantities such as interference
distributions and link outages, and thus permits
statistical statements about network performance
[2, 3]. It also allows the designer to focus on a
single receiver or link by making the notion of a
typical node or a typical link mathematically pre-
cise. Due to its analytical tractability and practi-
cal appeal in situations where transmitters and/or
receivers are located or move around randomly
over a large area, the (homogeneous) Poisson
point process (PPP) has been by far the most
popular spatial model. For example, in the 2-D
PPP, each node takes up an independent loca-
tion characterized by a pair of coordinates (x;,
v;), the density of nodes in a unit area is A, and
so the average number of nodes in an area 4 is
AA. Finally, the probability that there are n
nodes in A4 is given by the Poisson distribution
and thus equal to (AM)" e /n!

Recent work has also considered more gener-
al models such as cluster models — in which
nodes tend to cluster in certain locations — or
hard-core models, in which nodes have a guaran-
teed minimum separation, for example due to a
carrier sensing MAC protocol that avoids nearby
simultaneous transmissions [2]. More general
point processes typically result in less tractable
expressions that include integrals that must be
numerically evaluated, which is still much sim-
pler than an exhaustive network simulation.
Some useful point processes for wireless network
modeling are summarized in Table 1, and a few
sample illustrations are given in Fig. 2.

SINR — THE BUILDING BLOCK METRIC

Each of the key metrics follows directly from the
received signal-to-interference-plus-noise ratio
(SINR) on one or more links, so understanding
the SINR is essential. The SINR is the instanta-
neous ratio of desired energy to interference and
noise energy, and so is a random variable that
depends on many factors. The most important
factors are as follows.

distance.

The Distance between the Desired Trans-
mitter and the Desired Receiver — Based on
electromagnetic laws, the desired received power
falls off with distance and obeys an inverse
power-law where the exponent is known as the
path loss exponent. In free space the power decay
is quadratic with distance, but over ground the
path loss exponent is usually better modeled by
a value between 2.5 and 4 because of scattering
and absorption. The difference in received power
between a 5 meter link and a 100 meter link is a
factor of at least 400 (path loss exponent of 2),
but is more likely 10,000 or more for more typi-
cal path loss exponents. This multiple order-of-
magnitude attenuation and dynamic range is
fundamental to the behavior of wireless net-
works.

The Set of Active Transmitters — There are
many potential combinations of active transmit-
ters in even a moderate sized wireless network.
The set of active transmitters is often chosen by
the MAC protocol. To each receiver, the other
active transmitters appear to be interferers.!

The Sum Interference Power — The sum
interference power depends on the set of inter-
fering transmitters and their distances from each
desired receiver. In networks of moderate to
high density the interference power is usually
much larger than the noise power.

The Noise Power — The impact of the ambi-
ent noise power on the SINR depends upon
received signal and interference powers: under
low transmission power the SINR is noise-limit-
ed, while under high transmission power the
SINR is interference-limited.

Many other factors can affect the SINR
including random propagation effects (fading
and shadowing), specific transceiver design prac-
tices (for example, the use of multiple antennas
or interference cancellation), and power control.
But the spatial interactions are the most funda-
mental and inescapable — general fading, shad-
owing, and power control models can be (and
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have been) added to the baseline model that is
the focus of this article. A fairly general but sim-
ple mathematical description of the SINR at a
typical node located at origin o is:

SINR, = hoopor_a —.
No+ > icoPihio| X

where £, is the (power) fading coefficient of the
channel to the desired receiver o from node i, p;.
is the transmit power of transmitter i, N, is the
noise power, and @ is the set of interfering nodes
(@ is a subset of all possible transmitters). The
desired transmitter is a distance r from the desired
receiver, while the ith interferer is a distance X;
away. By drawing the distances according to a
probabilistic spatial model, the randomness in
locations along with many other basic aspects of
the network (e.g., path loss) are consolidated into
a single random variable, the SINR.

We now will briefly overview how the SINR
may be used to specify and ultimately compute
metrics of interest, namely the connectivity/cov-
erage and the capacity/throughput. As shown
below, it is possible (in fact preferable) to incor-
porate reliability into both of these classes of
metric, so considering reliability separately is
unnecessary.

CONNECTIVITY AND COVERAGE

The connectivity of a random network can be
described as the probability that an arbitrary pair
of nodes are able to exchange information at a
specified rate. For example, if this probability is
0.9 for a random selection of a source-destina-
tion pair, then one would say that the network is
90 percent connected. The minimum power
requirement for wireless network connectivity is
intimately connected with percolation thresh-
olds; this formed the basis for many early results.
In the simplest case of direct transmission, i.e.,
single hop communication, the probability of
connectivity is simply Pr[SINR > B], where B is
the minimum required SINR that is considered
acceptable, and is a tunable parameter and
SINR is the signal-to-interference and noise
ratio of a typical link. Note that for a desired
rate R in bits per second, f =~ T'(2R - 1), where T’
= 1 is the SNR gap from Shannon rate signaling.

In many wireless networks of interest, a single
hop is all that is required or in fact allowed (e.g.,
traditional cellular networks). In such cases, the
region of connectivity around a given transmitter
is known as its coverage area. More generally, a
source and a destination may communicate using
one or more intermediate relays, in which case a
path through the network must be found where
each hop has an SINR greater than . Also, the
case where there is only one active flow in the
network (in which case there is no interference
from nodes not participating in transmitting this
flow) and the case where there are many flows,
where each node may be serving as a relay for
one or more flows, need to be distinguished.
There are many ways to describe and quantify
network connectivity, but at the core, they all
require that individual pairs are able to commu-
nicate, which is dictated by the SINR.

Poisson process

Ginibre process
Repulsive Neutral

Cluster (Cox) process

Figure 2. Three sample point processes. Poisson-distributed nodes have inde-
pendent locations, whereas a Ginibre determinantal process can be used to

model more evenly distributed nodes, and cluster process can be used to

model situations where nodes are likely to be close to one another, e.g. due to

terrain.

THROUGHPUT

Throughput is one of the most important perfor-
mance metrics for wireless networks, and a num-
ber of different notions of throughput exist.

Link Throughput — Spatial models lend them-
selves to an analytical characterization of the per-
link throughput, which is a critical determinant of
end-to-end rate in multi-hop networks and is the
quantity of interest for single-hop networks. Per-
link throughput is dictated by the SINR, and can
be defined in different ways. The average per-
link throughput is Ry, = E [log(1 + SINR;/T)],
where the average is with respect to the sources
of randomness encapsulated in the random vari-
able SINR (e.g., locations and fading). This met-
ric can be appropriate for settings in which the
transmitted rate is adjusted to the instantaneous
SINR, whereas outage-based metrics are more
appropriate when dynamic rate adjustment is not
performed. The outage capacity of a link is the
largest rate (or mutual information) that can be
supported with a certain probability, for example
0.95, and so naturally includes reliability. In
terms of SINR, this can be expressed in terms of
a target outage probability € as

Cout = max log(1 + B) : Pr[SINR > ] > 1-¢

For the network as a whole, it is then neces-
sary to determine the outage Pr[SINR < B].
However, this depends on the Tx-Rx distance,
and the locations of the active transmitters.
Clearly, if fewer transmitters are active, then the
SINR and hence the outage capacity can be
increased, but the overall network throughput
would also decrease. It is necessary to balance
these two effects with a different metric. One
such metric is the transmission capacity, first
defined in [7] as

.= (1-¢)\b

where A is the maximum average number of
active transmitters sending a rate of b b/s/Hz
per unit area for which the outage probability is
less than €. In order words, the transmission
capacity is the average number of successful
active links of a certain rate that can be sup-
ported per square meter in the network [8]. It
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Figure 3. (Left) A transmitter set resulting from an ALOHA MAC acting on node set initially distributed as
a Poisson point process. (Right) A Matern hard-core process which models a CSMA/CA MAC. The discs

represent an exclusion zone around each transmitter.

has units of area spectral efficiency, for exam-
ple b/s/Hz/m2. As will be shown below, this
metric is in fact computable over a wide range
of network models.

End-to-End Rate — For large wireless net-
works (e.g., ad hoc) where single hop communi-
cation is not possible, it is desirable to know the
end-to-end rate that is supportable between a
typical source-destination pair in the network.
This is much more difficult to compute because
it depends on routing strategies, the retransmis-
sion strategies, and further depends on the relia-
bility and rate of each hop. For certain strategies,
however, end-to-end rate is a simple function of
the per-link throughput and thus can be comput-
ed. Note also that end-to-end rate ties directly to
the transport capacity, which is an end-to-end
rate metric of units bit-meters/sec that incorpo-
rates distance and node locations, and gives
credit in proportion to the distance the informa-
tion is transported [9]. Measuring performance
in terms of both achieved rate and distance trav-
eled is also found in the effective forward
progress metric used in early work in packet
radio networks from the late 1970’s. Because
spatial models provide an explicit distribution on
distances, such models are also amenable to
quantification of transport capacity.

APPLYING SPATIAL MODELS

We now consider three types of wireless net-
works where spatial models play a central role:
ad hoc networks, femtocells, and cognitive radio.

AD Hoc NETWORKS

Ad hoc networks — purely wireless networks in
which all nodes in the network must exchange
information with each other without any wired
backhaul — are the framework in which spatial
models have been most widely embraced.
Indeed, the classical results on throughput scal-
ing for ad hoc networks are fundamentally based
on a spatial model and a spatial metric in which
progress is measured in terms of rate times dis-

tance, as just discussed. Scaling laws do not
reveal the effect of physical layer algorithms,
channel access protocols, so now we consider
how spatial models provide mechanisms to deter-
mine other fundamental properties of an ad hoc
network.

The network in Fig. 3 (left), sometimes called
a bipolar or dumbbell model, has each transmit-
ter paired with a receiver in a random direction
at a distance r. This model has received consid-
erable attention, and the probability of the con-
nectivity of an arbitrary link, assuming Rayleigh
fading, relative to an SIR target 3 (noise neglect-
ed here for simplicity) is

2
P, = Pr[SIR > ﬁ] = expL—Ar2[3’EC(a)) ,

where A is the density of transmitters, and C(c)
is only a function of a [10]. It follows that the
transmission capacity for an outage constraint &
is

e-1
—5——log(1-#),

r2BaC(a)

T, =

which gives the number of successful transmis-
sions per unit area. If desired, T, can be multi-
plied by log(1 + B/T) to give units of bits per
symbol per square meter, or area spectral effi-
ciency. The transmission capacity provides a
clear view into how area spectral efficiency in a
large ad hoc network depends on the basic net-
work parameters. For example, the fact that
transmission capacity decreases as rZ provides a
sphere packing interpretation in which each suc-
cessful transmission consumes an area that
depends upon the transmit-receive distance and
the SINR threshold. This dependence upon the
SINR threshold could, for example, then be used
to find the threshold that maximizes area spec-
tral efficiency.
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The above result holds under the assumption
that the set of active transmitters form a homo- 15 T T T T T
geneous PPP (the receivers are thus not a part °
of the underlying process). However, as noted v °

® Allowed secondary transmitters
¥ Barred secondary transmitters
B Primary nodes (Tx and Rx)

earlier, more sophisticated spatial models can
also be analyzed, such as assuming the active
transmitters are distributed according to a hard-
core process (emulating a CSMA/CA MAC) or
that the transmitters and receivers are chosen
from a common point process. More sophisti-
cated transmission protocols can also be intro-
duced fairly easily in the model by simply
changing the starting SINR expression given in
Eq. 1. For example, multi-antenna beamform-
ing, spread spectrum, and power control can all
be handled through appropriate modification of
the SINR. An overview of these and other gen-
eralizations is given in [8]. This model has also
been extended recently to a basic multihop
model in [11].

COGNITIVE RADIOS AND WHITE SPACE

Scarcity of bandwidth and the allegedly sparse
use of licensed spectrum by incumbents has led
to the popularity of cognitive radios, which
attempt to find locally unused spectrum and
communicate over it opportunistically. The via-
bility of this aggressive new approach to fre-
quency reuse has been endorsed by the United
States FCC in its 2009 Whitespace ruling, which
lays down conditions under which cognitive
radios can utilize previously licensed spectrum,
namely the former analog TV bands, the majori-
ty of which are in the 470-806 MHz range. A
primary consideration of a cognitive radio is the
likelihood of interfering with a primary, or
licensed, user of the spectrum. The probability
of this occurring must be held small, and it clear-
ly depends on the spatial density and the typical-
ly unknown locations of the primary receivers.

A cognitive radio network is depicted in Fig.
4. A simple model of a cognitive network con-
sists of primary receivers and secondary trans-
mitters/receivers distributed as homogeneous
Poisson point processes @, and @, on the plane.
Since the interference caused by the secondary
transmitters at the primary receivers should be
small, no secondary node close to an active pri-
mary user should be allowed to transmit. Hence
the secondary transmitter set @y C @ consists of
only those secondary users whose distance is
greater than some fixed value from every prima-
ry receiver. In practice of course, secondary
nodes may not be able to ascertain precisely
where the primary receivers are. In this case,
they may attempt to ensure with high probability
that the SINR at the secondary receiver is above
a threshold, which is possible as long as they
know just the primary receiver density. In a simi-
lar manner to the approach for ad hoc networks
outlined above, outage probabilities and trans-
mission capacities can be computed for each cat-
egory of wuser [12, 13], and different
communication protocols and algorithms can be
evaluated to see how they affect the transmission
capacity in each tier. Amongst other insights,
this confirms that cognitive radios will typically
cause outage to incumbent devices with positive
probability; but this can be minimized by appro-
priate application of multiple antennas, sensing
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Figure 4. The figure represents a simple point process model of a cognitive net-
work where the primary nodes (transmitters and receivers) and the secondary
transmitters are modeled as homogenous Poisson point processes of densities
0.01 and 0.025 respectively. Only secondary transmitters that are at least a dis-

tance 5 from any primary node are allowed to transmit. The secondary

receivers are not shown.

protocols, and other interference management
techniques. There is a considerable amount
ongoing research on various spatial models of
different types of cognitive radio networks.

FEMTOCELL NETWORKS

Femtocells are very small, inexpensive base sta-
tions that overlay an existing cellular network to
improve the capacity and coverage, particularly
to indoor users. The femtocells can either be
installed by end-users and companies, e.g., to
improve their in-home and in-office coverage, or
directly by the network operator, e.g., to improve
capacity in airports, stadiums, and other areas of
dense demand [14]. The market for femtocells is
in an early phase but projected to reach 40 mil-
lion units a year by 2013 according to an April
2010 New York Times technology article [15].
Naturally, tens of millions of arbitrarily-located
devices that interfere with the carefully planned
and deployed macrocell network is a source of
serious concern for network operators. How can
the potential large benefits of femtocell deploy-
ments be balanced with their potentially delete-
rious effect on the existing cellular network?
Stochastic geometry provides an essential
toolkit for understanding femtocell deployments.
A natural model for two-tier networks — con-
sisting of tier 1 base stations and tier 2 femto-
cells — is to model the femtocell locations as a
point process of density If overlaying a regular
grid of base stations. Shown in Fig. 5, the mobile
users are also randomly located and can be mod-
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Figure 5. A square cell overlaid by femtocells. The femto BS's are modeled by a
Poisson point process (blue squares) and they serve a disc of radius 2. The
green dots represent mobile users (non-femto cell users) which communicate
with the main base station, which is represented as a black diamond. Note
that it is possible for mobile users to be inside the range of a femtocell but not

use the femtocell.

eled as a point process of density /., where typi-
cally . > I. The interference at a given mobile
user, for example, now consists of interference
from neighboring base stations as well as from
randomly placed femtocell base stations. Similar-
ly, the interference at a femtocell base station is
the aggregation of interference from all the
uplink mobile users, and is typically dominated
by a small number of mobile users transmitting
at relatively high power up to the main base sta-
tion. Again, each receiver’s SINR can be careful-
ly modeled using random spatial models for the
interference from femtocells, mobile users, base
stations, and femtocell users, as appropriate. The
allowable density of mobile users can then be
traded off with the femtocell density using out-
age probability or transmission capacity, and dif-
ferent techniques for cross-tier interference
suppression and avoidance can be evaluated [6].
This is conceptually similar to a capacity region,
where now the two competing axes are femtocell
vs. macrocell achievable rate.

FUTURE DIRECTIONS FOR
SPATIAL MODELS

Random spatial models will become increasingly
relevant for the dense and complex wireless net-
works that will emerge over the next decade.
This article has attempted to give a high-level
view of the importance of such models and how
they can be applied to different types of wireless

networks. Much more work is needed, on the
fundamental mathematics, confirmation of the
accuracy of the models in the various scenarios,
and further application of spatial models to
emerging candidate protocols and networks.

The most tractable results from stochastic
geometry tend to rely on a few assumptions that
may not accurately hold in practice. The most
important are the homogeneous Poisson point
process for transmitting node locations and the
neglect of temporal and spatial correlations. It is
desirable to relax these assumptions in the com-
ing years. There will be an ongoing trade-off
between tractability and generality, but as ran-
dom spatial models gain acceptance, it may be
possible to improve the perceived tractability by
identifying canonical solutions that may not be
closed-form. For example, most probability of
error expressions include an integral over Gaus-
sian tail, accepted universally as the Q-function.
The Q-function is not closed-form, but is often
treated as such because it is so common. Similar-
ly for complex spatial models, it may be neces-
sary to simply define and name often-recurring
integrals and live with them.

Even when analysis with random spatial mod-
els is not fully tractable, network performance
can often be easily simulated because network-
wide performance can be characterized by the
performance of a typical node. Thus, agreed
upon random spatial models will allow for stan-
dardized rapid benchmarking of wireless net-
work protocols, just as well-accepted AWGN
and fading channel models have been indispens-
able for fairly comparing techniques for point-to-
point links.
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