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Abstract— This paper summarizes recent results on the mul- rate feedback model. In essence, imperfection in CSIT leads
tiple antenna broadcast (downlink) channel with finite rate to multi-user interference at each receiver, which in turn
fegdback of channellstate information from each receiver. reduces SINR’s and throughput. This performance deg@uati
this model, the receivers are assumed to have perfect chan-. o . . .
nel knowledge, while the transmitter gains channel knowlede is quantified When each of the mobiles has a single receive
through a finite rate feedback channel from each receiver. TR antenna, and it is shown that the feedback rate must be
SNR degradation as a function of the feedback rate is compute  scaled approximately linearly with both the number of traits
as is the feedback rate scaling required to achieve throughfi  antennas and the system SNR to achieve throughput close to
close to that with perfect CSIT. Additionally, it is shown that a perfect CSIT zero-forcing [9] (closely related results gieen

small number of antennas per receiver can be used to significdly . ; -
reduce this required feedback load. Finally, the potentialmulti- in [10]). However, the resulting feedback requirementsloan

user diversity in finite-rate feedback systems with a large omber ~ quite large in even moderate sized systems. Thus motivated,
of users is studied. we show that a small number of antennas at each mobile can be

used to improve CSIT quality and thereby reduce the required
feedback rate [11]. Finally, we summarize the results of.[12
In multiple antenna broadcast (downlink) channels, cdpacin which systems with many users are considered, and it is
can be tremendously increased by adding antennas at onlyshewn that the transmitter must additionally be providethwi
access point (transmitter) [1][2]. In essence, an acceB¥ pdnformation on the magnitude of the quantization error idesr
(AP) equipped withM antennas can support downlink rateso realize multi-user diversity.
up to a factor ofpd times larger than a single antenna access Notation: We use lower-case boldface to denote vectors,
point, even when the mobile devices have only single antenngper-case boldface for matrices, and the syniél for the
However, the transmitter must have accurate channel statmjugate transpose. The norm of vectois denoted)|x]||.
information (CSI) in order to realize these multiplexingrga
In frequency-division duplexed systems, training can bedus [I. SYsTEM MODEL

to obtain channel knowledge at each of the mobile devices\ye consider @ receiver multiple antenna broadcast chan-
(receivers), but obtaining CSI at the access point generale| in which the transmitter (access point or AP) he
requires feedback from each mobile. antennas, and each of the receivers has a single receive

In the practically motivatedinite rate feedbacknodel, each sntenna. The received signal at theth mobile is given by:
mobile feeds back a finite number of bits regarding its channe

instantiation at the beginning of each block or frame. This Yy = hfx+ni7 i1=1,.... K (1)
model was first considered for point-to-point MIMO channels .

in [3][4][5]. In point-to-point channels, the transmitteises WhMeXrle hy hy, ... hg areA’ItXhle. channel vectors (with; €
such feedback to more accurately direct its transmittedggne C ), the vectorx € C is the transmitted signal, and
towards the receiver, and even a small number of bits péy - --» "k aré independent complex Gaussian noise terms
antenna can be quite beneficial [6]. This is somewhat injiti ywth unit variance. There is a transmit power constrainfof
because the level of CSI available at the transmitter (asho

{-e., the input must satisfy[||x||?] < P. In Sections IIl and
CSIT) does not affect the multiplexing gain of point-to-lvwe assume the number of mobiles is equal to the number of
point MIMO systems [7]. However, CSIT is more critica

jantennas, i.e il = M. Note that randomly selectinyy/ users

in downlink channels because it does affect the multipl@xir{rom a pool of more than\/ users is equivalent t& = M.
gain [1][2][8], and thus the required feedback rate is gelher In Section V, hovyever, we explicitly consujer systems with
larger. K > M and consider the problem of selecting users.

We study downlink systems in which the simple transmis- e consider a block fading channel, with independent
sion technique of zero-forcing beamforming is used. Whilg@yleigh fading from block to block (i.e., the components of
zero-forcing can create independent channels to up\fto the channel vectors are iid unit variance complex Gaussian)
users (assuming there ard transmit antennas), under the _ _ _ . ,

We consider multiple receive antennas in Section IV, butgheposed

assumptiorj of perfe_ct CSIT, this is no_ longer pos_sible Wh%thod simplifies the channel to a single receive antennanlitdwchannel
the transmitter has imperfect CSl, as is the case in the finéguivalent to that described here.

I. INTRODUCTION



Each of the receivers is assumed to have perfect and instan- I1l. THROUGHPUTANALYSIS
taneous knowledge of its own chanrie]. Notice it is not

) : ) In this section we summarize results from [9] on the sum
required for mobiles to know the channel of other mobiles.

rate performance of single receive antenna downlink cHanne
with finite rate feedback, both for a fixed number of feedback
A. Finite Rate Feedback Model bits as well as for an increasing (with SNR) amount of

. h | (withh d be K toctl h%e, equal to the number of transmit antennas, Ke= M. We
its channel (withh; assumed to be known perfectly at t Gre generally interested in comparing the long-term awerag

i-th _rece|ver) toB bits and feeds bac_:k the bits perfe_Ctlyrates achieved with finite rate feedback to those achievéd wi
and instantaneously to the access point. Vector quam'zatberfect CSIT zero-forcing beamforming

) ) . B oas _ . _

';. perfqrmeld u§t|ng a Codetbogkéthat consists of2 EMh If the transmitter has perfect CSIT, the beamforming vector
imensiona utr_n no.rtm Vﬁc or | - {twl’t"‘t’f:v?’ab}' ?C .(denotedv z ;) can be chosen perfectly orthogonal to all other
receiver quantizes 1ts channel vector 1o the beamformi ﬂannels, thereby eliminating all multi-user interferenthus,

vectprfchat ft(;rm_s the mm(;mlinllansgle_rtﬁ I, or.equwa;!entlg;cth the SNR of each user is as in (4), but with zero interference
maximizes the Inner produc _[ 1 [5]- Thus, usequantizes its terms in the denominator. The resulting average rate (per
channel toh;, chosen according to:

mobile) is:
h  — H P
h; g max - [hiwl @) Ryp(P) = Ex [mg <1 + /bl vZF,i|2)] : (5)
. .92
= ar Z(h;, . 3 . . .
gw:w?l}.r.l,wgs sin” (£(hy, w)) 3 Since the beamforming vectet; r; is chosen orthogonal to

i o _the (M — 1) other channel vector$h;};.;, each of which
and feeds the index of the quantization back to the transmittg 5, iig isotropic vector, the beamforming vector is also an

It is important to notice that only the direction of the chahn isotropic vectorjndependenbf the channel vectoh;.
vector is quantized, and no magnitude information is coadey \pjithy limited feedback, ZFBF is performed based on the
to the transmitter. quantization vectors, and thus multi-user interferenaenoa

In this work we usgandom vector quantizatioRVQ), in  pe completely eliminated. The resulting average rate is:
which each of the? quantization vectors is independently
chosen from the isotropic distribution on thé-dimensional Rep(P) = E los [ 1+ %|hfvi|2 ©
unit sphere [13]. To simplify analysis, each receiver isiassd £B HWw 108 14+ Zj;éi §|hfvj|2 :

to use a different and independently generated codeboadk, an

we analyze performance averaged over the distribution 'gf€ to the isotropic nature of the channel realizations and
random codebooks. the quantization vectors, the channel quantization vector

hi, ..., hy, are also independent isotropic vectors. As a result,
the beamforming vectoy; is isotropically distributed and is
independent of the corresponding chanhg] as it is with

After receiving the quantization indices from each of theerfect CSIT. Thus, the denominator in the SINR expression
mobiles, the AP can use zero-forcing beamforming (zFBH) (6) is the only difference between the rates achieved with
to transmit data to thel/ users. Since the transmitter doe®erfect CSIT and with limited feedback. This observation
not have perfect CSI, ZFBF must be performed based on th@tivates the following theorem, which approximates th&kSN
quantizations instead of the channel realizations. WheBrZF degradation due to finite rate feedback:

. . . . M
is used, the transmit vector is defined ms= } ", z;v;, Theorem 1:Finite rate feedback with random vector quan-

where eachr; is a scalar (chosen complex Gaussian With,ation incurs an SNR degradation of approximately
power P/M) intended for thei-th receiver, andv; € CM is

the beamforming vector for thieth receiver. The beamforming ASNRyp ~ 10log;, (1 +P- 2_%)

vectorsvy, ..., vy are chosen as the normalized rows of the . ) .
matrix [h; - - - hy] 1, and thus they satisfyjv;|| = 1 for all WhereB is the number of feedback bits per mobile.

i andhf’v; =0 for all j # i. No interference cancellation is  This approximation is arrived at by utilizing statistics of
performed, and the resulting SINR at tih receiver is: RVQ [14] to upper bound the expectation of the denominator
of the SINR with feedback:

B. Zero-Forcing Beamforming

17 hf vif?
P hHy |27 P N
142w vl Euw 1+Zﬁ|hf"j|2 <1+4+P.27%1.
Note that the interference terms in the denominator aretlgtri e
positive becausé; # h;, i.e., due to the quantization error.The most important feature to notice is that the SNR loss

The long-term average rate achieved is the expectationisfan increasing function of the system SNR as well as the
log(1+ SINR;) over the distribution of the fading and RVQ.number of AP antennas. As a result of this, a system with a

SINR; = 4)
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Fig. 2. Effective Channel foll = K =3, N = 2 System
Fig. 1. Downlink Channel with/ = K =6, N =1 and the resulting scaling takes on a particularly simplenfor
M-1 . .
B= P,;p bits/mobile (9

fixed number of feedback bits per mobil&) will become

interference-limited at high SNR. This is intuitive becauswhen a3 dB gap is desired. In Fig. 1, achievable rates vs. SNR
the residual quantization error causes both the multi-usgdie shown for a 6 antenna, 6 user system, for perfect CSIT
interference to grow |inear|y with the transmit pov\@r and ZerO'forCing, finite rate feedback with 15 bits per mOblIﬂda
thus leads to a bounded SINR. finite rate feedback with rate scaled according to (9). Nioe t

In order to prevent this interference-limited behaviog ththe fixed feedback curve is bounded, while the rates achieved
feedback quality must improve as the SNR is increased.With scaled feedback perform within 3 dB of perfect CSI zero-
is desirable to achieve the full multiplexing gain (i.e.,aer forcing.
curve with the same slope as perfect CSIT) as well as achievélote that regularized zero-forcing, in which the beamform-
rates that are measurably close to those achieved withgperf89 Vectors are chosen to be the normalized rows of of the

CSIT. We define the rate galb(P) between perfect CSIT andMatrix (441+ [h;---h])~?, can be used instead of standard

limited feedback as: zero-forcing. Though ZF and regularized ZF are equivalent
at high SNR, there can be a considerable advantage to using
A(P) £ Rzp(P) — Rpp(P). (7)  regularization at low and moderate SNR’s [15]. Due to théhig

NR equivalence, note that Theorem 2 applies to regularized
The following theorem quantifies the scaling of feedba F at a?symptotically high SNR[16] PP g

needed to keep the rate gdp(P) bounded by an arbitrary
constantr > 0 at all SNR’s. Note that also ensures the full V. REDUCED FEEDBACK WITH MULTIPLE MOBILE

multiplexing gain is achieved. ANTENNAS

Theorem 2:A rate gapA(P) no larger than a constant> In this section we describe a method that utilizés> 1
0is maintained at all SNR’s by scaling the number of feedba@@ténnas at each mobile to reduce the quantization errdr, an
bits per mobileB according to: therefore reduces the required feedback load per mobile [11

Each mobile linearly combines ifS antenna outputs, thereby
Pap — (M — 1) logy(2" — 1). 8) creating a singlle antenna output d_enotﬁ&. Furthermor(_e,.
only the effective channel output is used when receiving
This result is proven by setting the upper bound to the SNRansmissions, and thus the channel is eqluivalent to desing
degradation in Theorem 1, which can be shown to be amtenna downlink channel. A 3 user channel with = 3
upper bound toA(P), equal tor and solving forB as a and N = 2 is shown in Fig. 2. The advantage of such a
function of the SNR. Note that the feedback rate must Bystem comes from intelligent selection of the linear carabi
scaled approximately linearly with the number of transmdoefficients, which are chosen to yield an effective chatiratl
antennas\/ as well as the system SNR. Note that the feedbackn be quantized with minimal error. Note that the multiple
need only be scaled linearly with the number of antennas rieceive antennas are only used to reduce quantization buator
point-to-point MIMO systems in order to maintain a constardffectively only a single antenna is used for reception.sThu
rate gap [13]. standard ZFBF can be used, and the transmitter need not even
Since the per user ratBzr(P) has a slope of bps/Hz/3 be aware of the number of antennas per mobile.
dB at asymptotically high SNR (due to the multiplexing gain The N-dimensional received vector at thigh receiver is
of M in the system), a rate offset of bps/Hz corresponds described byy; = HPx + n;, where theM x N matrix
to a 3r dB shift of either the per user rate curve or the totdl; and the noise vecton; have iid unit variance complex
throughput curve. Thus; = 1 corresponds to a 3 dB offset,Gaussian components. For simplicity of exposition, we $ocu

M—-1
B =~




on the received channel at useiDenote theV columns ofHH; N > 1 the error is the angle between the quantization and an
by g1,...,gx (each inCM*1) ie.,H; = [g;---gn]. Thus N-dimensional subspace [11].

g; describes the vector channel to mobile ¥ antenna. Similar to Theorem 1, we can derive a simple approximation
for the SNR degradation relative tsingle receive antenna

A. Effective Channel Quantization downlink channels with perfect CSIT, which is the same
We now describe the quantization procedure perform@énchmark used in Theorem 1.

at each mobile. Consider the linear combination of

the N-dimensional received signals by weights, = Theorgm_S:Finite rate feedback vyith\f receive antennas
(y1.15---,71.n) satisfying|y,| = 1: per mobile incurs an SNR degradation of approximately
N E M—-1\ M-V
yi" 2ty = ) (el x+m) ASNRap = 101og;, <1+P-2_MN : (N—l) )
- ](C}:l%ff)Hx +n, Though the SNR loss is considerably smaller than Witk

« N N g 1, the quantization error is still strictly positive with grability
wherehf" = 5" | y1k8r = Hiyy andn =2, v,k IS oneif N < M, and thus the system is also interference limited
unit variance complex Gaussian noise becdtyse= 1. Since gt high SNR. Using the same framework as in Theorem 2, the
any set of weights satisfying the unit norm can be chob&h, required feedback scaling to achieve performance clogeato t
can be iranydirection in the subspace spanneddyy. .., gn.  of perfect CSIT zero-forcing can be quantified:

Quantization error is minimized by choosing™ to be in  Theorem 4:A rate gapA(P) no larger thanr between
the direction that can be quantized best, or equivalenty therg forcing with perfect CSI and zero forcing with limited

direction which is closest to one of the quantization vestolfeedpack can be achieved at asymptotically high SNR by
The corresponding channel quantization vector is the veciQajing the feedback rate according to:

that forms the minimum angle with sp@n,...,gn): Mo N
hy = arg  min_ [Z(w,sparig:.....gn)) (10) P = Pap = (M = N)log, ¢ (12)
W=W1,..., W,B
M M-—1
Denote the normalized projection bf onto spafig:, . .., gn) ~(M = N)log, (M—]\H—l) ~log (N—l)’

by the vectors?™. The corresponding weighting vecter,, o )
which giveshe™ = Hy~, in the direction ofs”®, is found wherec =2"- e~ (Zi=n-nr11) — 1,
using the pseudo-inverse &f;: The resulting feedback savings is the difference between
" 1 oi equations (12) and (8). For a 3 dB gap, the feedback reduction
(H{'H,) H{'si"™ relative to a single receive antenna system can be accyratel
Y1 = 1 A (11) . 9 y o
|| (HH,)  HI| approximated as:

M-1
N-1

Each mobile computes its channel quantization and Iine& N ~ N — 1P )
combination weights according to this procedure, and fee 5(N) ~ 3 ap + 108>

back the quantization index to the transmitter. The werghti ) )
vector is then used to linearly combines thé received The sum rate of a 6 transmit antenna downlink channel

signals to yield a scalar outpyt® = (h¢")#x + n with is plotted in Fig. 3. The perfect CSIT zero-forcing curve

he = H,~,. Note that the norm of the effective channel ids plotted along with the rates achieved using finite rate

)—(N—l)logge.

; by ||| = 1/|| (HEH,) " HH "], feedback with the feedback load scaled as specified in (12)
given by [T = 1/1] (H,"H:) sl for N = 1,2 and 3 and a 3 dB gap. Notice that the rates
B. Throughput Analysis achieved for different numbers of transmit antennas ardyea

The effective channel quantization procedure converts tiflistinguishable, and all three curves are approximegel{
multiple transmit, multiple receive antenna downlink cheh Shifts of the perfect CSIT curve. Here the feedback redactio
into a multiple transmit, single receive antenna downlinft 20 dB is 7 and 12 bits, respectively, forand 3 receive
channel with channel vectotg", ... héf and channel quanti- antennas.
zationsh; - - - h;. After receiving the quantization indices, the
transmitter performs ZFBF based on the channel quantizatio
vectorsh; - - - hyy. In this section we summarize results from [12] on finite-

The resultant system has many of the same properties asrtite feedback multiple antenna downlink channels with many
single antenna channel analyzed in Section Ill. It can b&vehousers. When there are more users than transmit anteRhas (
that the M effective channels are independent isotropic M), throughput can be further increased in by intelligently
dimensional vectors, as are thé channel quantizations. Theselecting a set of up ta/ users and performing ZFBF
primary difference is the reduced quantization error: imgle on the selected set. Note that the multiple receive antenna
antenna system, the quantization error is the angle bettheenquantization technique described in the previous sectam c
guantization vector and a one-dimensional subspace, fdrile be used in conjunction with these methods.

V. EXPLOITING MULTI-USERDIVERSITY
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VI. CONCLUSION

While tremendous capacity benefits can be gained by utiliz-
ing multiple transmit antennas in downlink channels, aataur
CSIT is generally required. We have described how a finie rat
feedback channel from each mobile can be used to provide
the transmitter with sufficiently accurate CSIl. Howeveg th
feedback requirements are generally considerably hidtear t
in comparable point-to-point MIMO channels, even when
multiple mobile antennas are used to improve the quantizati
accuracy. Thus, the practical viability of these techngquél
depend on the availability of a relatively high rate and low
latency feedback channel from mobiles to the access paint, a
well as on the time scaling of fading, which determines the
frequency of feedback. In addition, it is necessary to exten
these feedback mechanisms to wideband channels, as most

Clearly, the ideal set of users for ZFBF would have mutuall§/u
orthogonal channels as well as large channel magnitudes.
Although ZFBF is not capacity-achieving, ZFBF (with peitfec [1]
CSIT) has been shown to asymptotically achieve the sum
capacity in the limit of a large number of users [17][18]. The
throughput achieved with ZFBF as well as the sum capacit?]
grow on the order of\f loglog K as the number of users is
taken to infinity (while keeping\/ and P fixed), where the [l
double-logarithmic growth is the so-calledulti-user diversity
benefit. [4]

User selection can also be performed when the transmitter
has imperfect CSIT via the feedback channel, but somewh
surprisingly this diversity benefit is not achievable [18]nce
the transmitter only has access to the channel quantizsatiorEG]
the ideal scenario is finding a set df users with orthogonal
channel quantization vectors. The resulting ZFBF vectors
would then be perfectly aligned with these quantizatiores,(i []
v; = ﬁi), but there is residual multi-user interference even iqS]
this ideal scenario due to the imperfect quantizations. Asa
sult of this interference, the achievable throughput isriataal
as K — oo. In fact, the same bounded behavior occurs eve
if the transmitter is provided with perfect knowledge of the
channel magnitudes in addition to the channel quantizatioftCl
again due to lingering effects of the quantization errof.[12

In order to realize multi-user diversity effects, the tnaits [11]
ter must also be provided information regarding the quanti-
zation error, so that, intuitively, users with small quaation
error can be selected. In fact, it is sufficient for each nebi}13]
to feed back the following scalar quantity in addition to the
channel quantization index: [14]

§||hi||20052 0;

= , 13) [19]
1+ £ ||h;|[? sin® 6, 13)

%

whered; is the angle betweeh; and its quantizatiot; [12].
Note thato; is the received SINR at théth mobile if the
transmitter is able to find a set (includiig) of A/ orthogonal [17]
guantizations. Furthermore, the optinidllog log K through-

put growth can be achieved using efficient user selectipyy
algorithms based on the channel quantizations and this SINR
feedback [12].

[16]

rrent wireless systems utilize large bandwidths.
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