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Abstract—Frequency hopping (FH) signals have well-docu-
mented merits for commercial and military applications due to
their near-far resistance and robustness to jamming. Estimating
FH signal parameters (e.g., hopping instants, carriers, and am-
plitudes) is an important and challenging task, but optimum
estimation incurs an unrealistic computational burden. The spec-
trogram has long been the starting non-parametric estimator in this
context, followed by line spectra refinements. The problem is that
hop timing estimates derived from the spectrogram are coarse and
unreliable, thus severely limiting performance. A novel approach
is developed in this paper, based on sparse linear regression (SLR).
Using a dense frequency grid, the problem is formulated as one of
under-determined linear regression with a dual sparsity penalty,
and its exact solution is obtained using the alternating direction
method of multipliers (ADMoM). The SLR-based approach is
further broadened to encompass polynomial-phase hopping (PPH)
signals, encountered in chirp spread spectrum modulation. Sim-
ulations demonstrate that the developed estimator outperforms
spectrogram-based alternatives, especially with regard to hop
timing estimation, which is the crux of the problem.

Index Terms—Compressive sampling, frequency hopping sig-
nals, sparse linear regression, spectrogram, spread spectrum
signals.

1. INTRODUCTION

REQUENCY-HOPPING spread-spectrum signaling is
F widely adopted in tactical communications due to its low
probability of detection and interception, agility, and robustness
to jamming [34]. Estimating and tracking the parameters of
multiple superimposed FH signals are important tasks with
applications in both military and civilian domains: from in-
terception of noncooperative communications, to collision
avoidance and cognitive radio. The problem is particularly
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challenging when the hopping patterns of the constituent sig-
nals are unknown, and, in addition to dwell frequency, hop
timing is randomized as well for added protection. Maximum
likelihood (ML) estimation is practically intractable in this
context, which motivates the pursuit of alternative low- to
moderate-complexity solutions.

Starting from coarse channelization techniques based on the
spectrogram and related non-parametric time-frequency esti-
mation tools, there is considerable literature on the subject of
FH signal parameter estimation and tracking. Non-parametric
methods based on the spectrogram are simple but suffer from
limited resolution and require further refinements [1], [29].
Time-frequency distribution techniques have been investigated
in [2] for acquisition of FH signals.

Parametric methods for FH signal estimation model the active
frequency as piecewise-constant and achieve improved estima-
tion accuracy at the cost of higher complexity. The crux of the
overall problem is hop timing estimation: given the hop instants,
what remains is essentially a sequence of harmonic retrieval
problems. When the hops are periodic, the timing problem re-
duces to estimating the hopping period(s) and offset(s) [1], [2],
[29]. Hop timing estimators for the more difficult case of ape-
riodic hop timing have been developed based on dynamic pro-
gramming (DP) [22], [23], and the expectation-maximization
(EM) algorithm [24]. The algorithms in [22], [23] and [24] re-
quire multiple receive antennas, and rely on the spectrogram for
coarse acquisition.

When only one FH signal is present, an effective particle fil-
tering solution based on a stochastic dynamical system formu-
lation has recently appeared in [36]. Different from [22], [23]
and [24], the approach in [36] allows for sequential processing,
and is robust to various sources of mismatch in the probabilistic
model adopted. The limitation of [36] is that it does not gener-
alize to multiple FH signals, due to the curse of dimensionality:
the required number of particles grows fast with the dimension-
ality of the state-space. The complexity of DP-based approaches
[22], [23], on the other hand, increases rapidly also with the
number of temporal samples—thus only short data records can
be processed.

While sparse linear regression (SLR) has been advocated in
[10] and [16] for harmonic retrieval without carrier hopping, in
this paper a novel SLR-based technique is developed for mul-
tiple FH signals. Relative to [10] and [16], here we also take ad-
vantage of sparsity in terms of carrier hopping, which is effected
through a dual sparsity penalty. The developed estimator is also
generalized to handle polynomial-phase hopping (PPH) signals
that emerge in chirp spread spectrum communications [6], [21],
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[28]. A pertinent sparsity-aware optimization problem is formu-
lated and solved using the alternating direction method of multi-
pliers (ADMoM). Simulations illustrate that the developed tech-
nique is robust to model mismatch, and far outperforms spec-
trogram-based methods, especially with regard to hop timing
estimation.

Due to the non-convexity of the FH estimation problem, para-
metric techniques based on the likelihood function (such as the
EM algorithm) can be trapped in local minima if the initializa-
tion is far from a global minimum. Due to its low complexity
and high accuracy, the novel SLR-based estimator can be used
both as a stand-alone FH signal estimation algorithm, and as an
excellent initialization for iterative refinement algorithms, such
as the one in [24].

Interestingly, the closely related problem of identifying
the parameters of a piecewise-sinusoidal mixture model from
(generalized) samples has been studied in [5] using a finite-rate
of innovation (FRI) approach. SLR and FRI are different tools
dealing with similar problems; see also [9] for a tutorial on FRI
and its relation with SLR and compressive sampling. While
introducing interesting identifiability conditions and algorithms
for perfect reconstruction of the underlying continuous-time
signal, the approach in [5] is not directly applicable to the
present context. The switching instants (“hops”) in [5] are con-
tinuous variables, and the measurements are obtained through
analog pre-filtering with a properly chosen kernel waveform,
which may or may not be affordable. Since the hopping steps
are not instantaneous in practice [34], the present algorithm
(as well as all existing alternatives for acquiring FH signals
[22]-[24], [36]) do not attempt to localize the exact hopping
instants, but rather aim to detect hops. Also, PPH signals are
not considered in [5]. On the other hand, numerical simulations
suggest that a suitable modification of the SLR estimator for
the noiseless case can perfectly recover the sampled FH signals
as well.

The rest of this paper is structured as follows. Section II con-
tains preliminaries, and the problem statement. The novel SLR
formulation is introduced in Section III, where sparsity tuning
and extensions to PPH signals are also presented. An efficient
solution based on the ADMoM is developed in Section IV. Sim-
ulations are presented in Section V, and conclusions are drawn
in Section VL.

Notation: Column vectors (matrices) are denoted with
lower-case (upper-case) boldface letters and sets with calli-
graphic letters; ()T stands for transposition, () for con-
jugate transposition, and ()" for pseudoinverse; CN (y, 02)
denotes the complex Gaussian probability density function
with mean p and variance o2; ® denotes the Kronecker
product; R{z} and ${z} denote the real and imaginary part of
x € C, respectively; Op is the P-dimensional column vector
with all zeros and Ip is the P-dimensional identity matrix,
while Opy p denotes the P x P matrix with all zeros. The
(pseudo) {yg-norm of x is defined as the number of nonzero
elements of x. The ¢;-, {5-, and /.,-norms of x € CF are
defined, respectively, as ||x]||; := 25:1 VR{z,}? + S{z,}2,

[x[l2 == \/Z;})}:l(%{%}QﬂL%{%}Q% and [|x[[c =
maXp—1, . p \/Qci{xp}2 + S{zp }2.
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II. PRELIMINARIES AND PROBLEM STATEMENT

Consider the noiseless signal s(¢), which at
t € [ty—_1,tx) consists of M}, pure tones; that is

time

M,
s(t) =Y ampe?Imr Lt <t <ty (1)
m=1

where tj, € [0, T] is the kth system-wise hopping instant! [22],
[tk—1,tx) is the kth system-wise dwell, and a1, € C,
fmk € [—fmax; fmax] are the complex amplitude and
frequency of the mth tone in the kth system-wise dwell, re-
spectively. The number of tones, My, can also vary with k,
due to emitter (de)activation or bandwidth mismatch [24]. The
entire observation interval is [0, T](to = 0). A noncooperative
asynchronous scenario is considered; hop timing is aperiodic,
and independent across transmitters. Our approach is geared to-
ward slow FH signals, and offsets due to frequency modulation
can be accommodated as well. The measured continuous-time
waveform y(t) is corrupted by additive circularly-symmetric
complex white Gaussian noise v(t), i.e.,

y(t) = s(t) +o(t), 0<t<T. 2)
Let K denote the total number of system-wise hops in [0, 77,
and T := (1)/(2fmax) the period with which y(t) is sampled
at the receiving end. The discrete-time FH signal can be written
as [cf. (1)]

M,
Sn = 8(nTs) = Z am7kej“m~k"./ ng_1<n<ng @B)
m=1

wheren € {0,1,...,.N =1}, N = 1:= |[(T)/(Ts)], Wmk €
[—7, 7], Wik := 27 fr 1 Ts, and ny := [(tx)/(T5)]. Corre-
spondingly, the discrete-time noisy observations are [cf. (2)]

Yn = Sn+v,, me{0,1,....N—1} 4
where {v,,} is white, and v,, ~ CN(0, 02).

Giveny := [yo,...,yn_1]7, the objective is to estimate K,
{n&}, {Mr}, {@m.r}, and {wn, i }. Since ML estimation of FH
signal parameters is practically intractable, non-parametric es-
timators based on the spectrogram have been traditionally em-
ployed. These are outlined briefly in the next subsection in order

to establish notation and context for the novel approach we will
develop in Section III.

A. Spectrogram-Based Estimators

The spectrogram of {y,, } 1]::01 is the squared modulus of the
short-term Fourier transform defined as

Ni—1 2
ey

Vim0 = | > Yersm,wn,e 2" 5)

n1=0

I'The set of system-wise hopping instants is the union of all individual emitter
hopping instants, splitting the time axis in system-wise dwells.
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form =0,1,...,N, =1, £ =0,1,...,(N — Ny)/(L), and
Ny > N; > L. Specifically, one splits the observed data into
(N — Ny)/L + 1 overlapping segments, windows with w,,
and computes the discrete Fourier transform (DFT) evaluated
at Ns frequencies. Parameters N1, No, L, and the window w,,
highly affect the performance of spectrogram-based FH param-
eter estimators. A large NV yields improved frequency resolu-
tion, but poor temporal resolution which blurs hop timing. Small
Ny blurs the frequency axis, and close-by hops become indis-
tinguishable. This unyielding tradeoff is the major limitation
of spectrogram-based estimation, and it also affects parametric
techniques which employ the spectrogram for coarse acquisi-
tion. Two types of spectrogram-based techniques have been pro-
posed in the literature for (aperiodic) hop timing estimation.

1) Entropy-based techniques [22]. The columns of the spec-
trogram matrix formed with entries as in (5) are normal-
ized to sum to unity, and the entropy of each column is
computed. With { H g}(N No/L denoting the sequence of
entropies, FH causes spectral spreading that translates to
higher entropy. This suggests obtaining the hopping in-
stants by picking the peaks of H,; and
Gradient techniques [24]. After setting to zero the entries
Y[m, ] which are smaller than a predefined threshold
(typically equal to the sample mean of the spectrogram),
the sum of the difference of consecutive columns is
evaluated, i.e., A; : ZM LY [m. ] — Ym. £ — 1],
for{ =1,2,...,(N — Nl)/L The system-wise hopping
instants can then be estimated by picking the peaks of A,.
These estimates are subsequently processed for further re-
finement. Once hopping instants are acquired, the parameters
within each dwell are estimated via harmonic retrieval tech-
niques [22], [24].

The method developed in the sequel can be used as an effec-
tive stand-alone solution that jointly recovers hop timing and
the remaining parameters of interest, namely K, M}, dwell fre-
quencies, and amplitudes. Alternatively, the novel method can
be used to extract timing estimates, to be passed on to succes-
sive stages (e.g., those described in [22] and [24]) for further
refinement.

2)

III. ESTIMATION VIA SLR

Suppose that the true frequencies {wy, } in (3) belong to a
known finite set W := {wy,...,wp} with cardinality P >
maxy, M}. Note that this is not a limiting assumption for civilian
applications, provided that Doppler is negligible. In cases where
this information is not available, the set VV can be a dense grid
such that the separation between two consecutive frequencies
in W is less than the desired resolution (in the same spirit of
[10], [16] for harmonic retrieval). Clearly, as the preselected
P increases the density of the grid increases, and so does the
frequency resolution—what in the sparse linear regression par-
lance is referred to as super-resolution [16].

With {wn, 1} C W, the received noisy samples can be
rewritten as

nef0,1,...,N—1} (6)

T
Yn = Wy, Ty + Uy,
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where w,, egdorm . ewrn) T and =,
[$n71,...,$n7p]T € CP. Observe that Tp, TEpresents
the amplitude and phase of the pth frequency bin at
time n. Since P > maxy M}, a few of the coefficients
{xnp}, representing the active frequencies at each time,
are nonzero. Letting z* := [zZ,...,z% ,]T € CPY, and
[O,T,,...,o,ﬂ,wf,oT o,Tz]T € CPYN, the model in
M N n—1
(3) and (4) can be expressed in vector-matrix form as

W, =

y=Wz*+v @)
where W = [W07 . ,WNfl]T, and v = [’U(]7 . 7’UN,1]T.
The FH signal parameters to estimate can be obtained from
¥, which obeys the linear regression model in (7). Matrix
X* = [zg,...,xzn_1] € CP*N represents the time-localized
frequency content of the signal, and is related to the spectro-
gram.

The key advantage of introducing the grid of candidate fre-
quencies W is that the nonlinear parameter estimation task at
hand is converted to a linear one [cf. (7)]. This is possible by
increasing the problem dimensionality through the selection of
P > max;, Mj,. Note also that as the N x PN matrix W is fat,
the least-squares (LS) solution with minimum ¢ norm, namely
XLy . = W'y, does not yield an accurate estimate of
z* even when the signal-to-noise ratio (SNR) is high. Improved
alternatives are possible however, if one capitalizes on the fact
that the unknown vector £* exhibits the following two sparsity
properties.

1) Active carrier-domain sparsity. Only a few of the coeffi-
cients {x,, ,} are nonzero, which implies that * in (7) is
sparse.

2) Differential time-domain sparsity (smoothness). Since FH
is assumed slow, 2y, 41, = T, most of the time; hence,
each row of X™ is piecewise constant. This means that
adjacent row-wise differences are sparse.

Consider now the (N — 1) P x N P matrix

il
T
D= i @)
AT (V=P
where d; := [-1,0,...,0,1, 0,...,0 ]7, and the notation
~—— ~——
P—1 (N-1)P—1

(-)™) represents the right cyclic shift of m positions. From
the definition in (8), the (nP + p)th entry of Dz* contains the
difference 75,41, — Tn p; hence, as mentioned earlier, Dz* is a
Sparse vector.

Ideally, one would form a sparse and piecewise constant es-
timate of £* by solving the following optimization problem:

X = arg min

1 2
xeCNP 5 ||y_WX||2+.u’1|IX||O +/142||DX||0

C))

The first term of the cost function in (9) takes into account the
observed signal while the positive scalars 1 and po control the
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intrinsic sparsity and smoothness of the estimate, respectively.
However, the problem in (9) is non-convex and NP-hard.
Motivated by recent advances in variable selection [33] and
compressive sampling [13], the £g-norm is relaxed with the
convex /1-norm. Hence, the advocated formulation becomes

-~ . 1 2
x:=arg min | o [ly = Wx|f; + Aulxll1 + Ao[|Dx]ly
(10)

Large )\, effects sparsity, and large A, effects smoothness. Since
|IDx||; = Zle Zf::ll |0 p — Tn_1,], the second £;-norm
penalty in (10) captures the sum of total variation penalties.

A couple of remarks are now in order.

Remark 1. One motivation behind SLR-based harmonic re-
trieval in [10] and [16] is that non-uniform sampling can be
accommodated—a case of interest, e.g., in astronomy or when
observations are missing. Parametric and subspace-based high-
resolution algorithms (such as ESPRIT and MUSIC) can afford
non-uniform sampling only under suitable identifiability condi-
tions (such as shift invariance); see e.g., [30]. Similar to [10],
[16], the novel FH parameter estimator in (10) remains opera-
tional even with non-uniformly sampled data, thanks to the grid-
based formulation. In this case, w,, := [e¢/“1™ ... edorT]T,
where 7,, denotes the acquisition time of the nth sample.

Remark 2. If Ay = 0, (10) is known as the least-absolute
shrinkage and selection operator (Lasso) [33]. With Ay # O,
the cost in (10) is similar to the one utilized by the fused Lasso
in [19].

The optimization problem in (10) is convex because the cost
comprises the sum of an ¢;-norm term and an /5-norm term,
both of which are convex by definition; hence, the cost in (10)
can be minimized via interior point solvers, which are compu-
tationally affordable for small-to-medium size problems [32].
Since the non-differentiable part in (10) is not separable coordi-
nate-wise, convergence to a global optimum of coordinate-de-
scent solvers [35] cannot be invoked for large-size problems.
An iterative algorithm to approximate the solution of the fused
Lasso is developed in [19]. On the other hand, a low-complexity
algorithm to solve (10) exactly will be derived in Section IV.
Before presenting this solution, it is of interest to explore useful
properties of the estimator in (10) as a function of the scalars A
and \s.

A. Guidelines for Choosing A1 and Ao

Selection of the regularization parameters (A1, A) affects
critically the performance of the estimator in (10). While under-
regularizing may not be sufficient to retrieve the signal of in-
terest, over-regularization can result in poor and biased esti-
mates. Of course, if the number of tones present can be pro-
vided a priori by other means, e.g., by inspecting the spectro-
gram, (A1, \2) can be tuned accordingly by trial and error. Butin
general, analytical methods to automatically choose the “best”
values of A1 and A5 are not available. In essence, selecting the
regularization parameters is more a matter of engineering art,
rather than systematic science.

In this subsection, heuristic but useful guidelines will be pro-
vided to choose (A1, A2) based on rigorously established lower
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bounds of these parameters. To bound A;, we will rely on the
following result, which was derived in [25].

Proposition 1. If \o = 0, then X = Oy p if and only if \1 >
1= Wyl

Proposition 1 asserts that if A\; is greater than a threshold
specified by the regression matrix and the observations, and
A2 = 0, then (10) yields estimates that are identically zero. This
property of the Lasso has been exploited in [10] to select the
penalty parameter A;. In the present context of FH signal esti-
mation, the implication is that A\; must be chosen strictly less
than A} in order to prevent the all-zero solution. Our extensive
simulations suggest that setting A; equal to a small percentage
of A7, say 5%—10%, results in satisfactory estimates; see also
Section V.

Turning our attention to bound the selection of Ao, let Tf’V de-
note the N x N lower triangular matrix with all nonzero entries
equal to one. Define ¥ := T4 ® Ip, and partition the matrix
product WX into My € CN*XF and M € CNX(N=DP ¢q
that [My, M| := WZX. Using these definitions, we have estab-
lished the following property of the SLR estimator in (10); see
Appendix A for the proof.

Proposition 2. If \1 = 0, and My has full column rank, then
X =[xT,... xT)T withx. .= (MEM;)~! M{y, if and only

if Ao > /\; = ”MH(MOXC - Y)HOO

If A2 exceeds a threshold which is specified by the regres-
sion matrix and the observations, and A\; = 0, Proposition 2
implies that the estimates in (10) are constant in time; that is, all
frequency bins are hop-free. To avoid this trivial (non-FH) so-
lution, the guideline provided by Proposition 2 is that A must
be chosen strictly less than A3. As with A, the simulations of
Section V will demonstrate that setting A, to a small percentage
of A} yields satisfactory estimation performance.

Remark 3. The scalars weighting the regularization terms
also affects the bias present in the estimators obtained as in (10).
Specifically, note that \;||x||; biases X towards zero, which
may render the complex exponential amplitude estimates unre-
liable. While the proposed back-off in selecting the regulariza-
tion parameters relative to the bounds in Propositions 1-2 can
limit this bias, several strategies can be adopted to correct it. A
simple way for correcting the bias is to first acquire the hops (or
hops plus frequencies) via (10), and then solve a line spectrum
(correspondingly, amplitude) estimation problem for each dwell
in-between the detected hops. A drawback of this per-dwell ap-
proach is that it does not exploit the possible correlation present
across adjacent dwells [cf. Section V-C].

Another approach to correct the bias in sparse regression is
to retain only the support of (10) and re-estimate the amplitudes
via, e.g., LS. Notice that this approach is not directly appli-
cable here because the number of non-zero entries of X in (10)
is generally in the order of M N, while the number of equa-
tions in (7) is V; that is, the resultant linear regression model
is still under-determined. However, one can take advantage of
the fact that the vector estimate X is not only sparse but also
piecewise constant. To this end, summing the columns of W
corresponding to the entries of X that are equal, it is possible to
reduce the number of unknowns.
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An alternative approach to reducing the bias is through non-
convex regularization using e.g., the smoothly clipped absolute
deviation (SCAD) scheme [18]. SCAD reduces bias without
suffering from the inherent limitations of per-dwell processing.
Its limitation is that the cost is nonconvex, thus rendering exact
minimization problematic due to the presence of local minima.
A viable way for retaining the efficiency of convex optimization
while simultaneously limiting the bias due to the regularizing
term, is to resort to weighted ¢1 norms [14], [37], [38]. Larger
weights are given to terms that are most likely to be zero, while
smaller weights are assigned to those that are most likely to be
nonzero. Given an initial solution (), the weighted ¢; norm
is defined as ||x||1,, := e , where w(-) is

(0
o w1
a decreasing function of its argument (see [14], [37], [38] for
three different weight functions). LS, ridge regression, or the
(unweighted) estimator in (10) can be used for initialization.

B. Noiseless Case and Perfect Reconstruction

In this subsection, the SLR-estimator is tailored to the case of
noiseless data. Consider the model

y = Wz™, 11

For this noise-free model, the idea is to replace the LS part of the

cost in (10) with an exact constraint involving the linear system

of equations in (11). Specifically, the proposed modification of
(10) is

o
%" = arg_win, [(1=7)lixll +1/Dx|1]

s.t. y=Wx. (12)

Since W is fat, the linear system y = Wx admits an infinite
number of solutions. The rationale behind (12) is to select the
solution that minimizes the cost (1 — v)||x||1 + 7||Dx]||1. The
parameter -y is tuned to strike a desirable tradeoff between spar-
sity and smoothness. Indeed, the larger the y the smoother the
solution, and the smaller the - the sparser the solution.

The question that arises at this point is whether X* coincides
with z*. Introducing an auxiliary variable, g € CW=DP the
problem in (12) can be rewritten as

’min ) (T =)l +gll]
xECNF 7gec(N—l)l
st. y=Wx
g=Dx. (13)

Defining s := [(1 — 7)xT,7g?]" € CON-DP p .=
[yT‘/O’{N—l)P]T e CIN-DP+N 44
1
A — ﬁw Onpxnp e CIN-1P+Nx(2N-1)P
1D 11
T— o (N-1)P

the optimization in (13) can be recast as a standard sparse signal
reconstruction problem, namely

min ||s]|y
S

s.t. r=As. (14)

Sufficient conditions ensuring equivalence of (14) with the
£o-norm based optimization for exact recovery are based either
on the restricted isometry property (RIP) or the incoherence
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conditions on the columns of A ; see [4],[11], [12] and references
therein. Having shown that (12) reduces to (14) establishes that
any scheme available for checking the RIP or incoherence condi-
tions applies here too. In addition, the simulations of Section V
indicate that if the « parameter is chosen properly, the formula-
tion in (12) can perfectly reconstruct the true z*.

It is also worth stressing that matrix W (and thus A) in cer-
tain applications is prescribed, and it is not up to the designer’s
choice. For these applications, one focuses on the /1 -norm based
sparse recovery and the aforementioned equivalence as well as
the RIP and incoherence conditions are not an issue.

Nonetheless, when the designer has the freedom to select W, it
is certainly interesting to know how the choice of W affects these
sufficient conditions. With regards to checking their validity, it is
also pertinent to underscore that RIP analysis entails the nonzero
support (.S) of the vector s, as well as a “sufficiently small” con-
stant (6s). Hence, whether A satisfies the RIP depends on the un-
derlying S and the chosen dg; and this is NP-hard to check [12],
[13]. Checking the incoherence conditions is feasible in poly-
nomial time, but even when the columns of A are “sufficiently
incoherent,” the implied RIP (bounds) may yield values for S
and g, which may not be always practical [4].

Yet another major consideration constraining the choice of A
in practice is the density of the grid points forming the entries
of W. This density affects the attainable frequency resolution,
which has to be balanced with the size of W and the associated
complexity in solving the optimization problem (12).

C. Generalization to PPH Signals

Signals described by (3) and (6) are encountered in many en-
gineering applications. However, certain modulation types in-
duce both continuous and abrupt frequency changes that do not
obey this model. The goal of this section is to broaden the scope
of the novel SLR-based FH estimation approach to polynomial-
phase hopping (PPH) signals.

Polynomial-phase models are very important in radar signal
processing, where relative velocity and acceleration are key pa-
rameters of interest; e.g., see [3], [20] and references therein. Due
to inertia, however, model parameters change slowly in radar ap-
plications. Instead of radar, the motivation for PPH comes from
chirp modulation, a digital communication technique originally
proposed during the 1960s. Various generalizations and applica-
tions of chirp modulation have appeared since, including chirp
spread spectrum multiplexing—see [6], [21], [28] and references
therein. Instead of using a windowed carrier as the basic pulse,
chirp modulation uses a windowed chirp, whose frequency is lin-
early swept up or down to represent a logical 0 or 1. Multiple
slopes (and offsets) can be used for M -ary modulation, and/or
to multiplex different users. Chirp modulation has a number of
desirable properties relative to traditional FH, including robust-
ness to Doppler and fading. In chirp modulation (multiplexing),
abrupt changes of the PPH parameters occur at the boundary be-
tween symbol periods (“dwells”).

The discrete-time model of a PPH signal can be written as

M, G
. 7 (9) g /.1
~ Z n !
STL c = am,ke] 29:1 qm.lc /g ,
m=1

ng_1 <n<ng, n=0 N —1. (15)

geeey
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Observe that the model in (15) coincides with (3) when G = 1,
while for G = 2 it includes also a linear-chirp hopping signal.
For simplicity in exposition, the case G = 2 is detailed next.
Suppose that the parameters {qg)k} and {qu)k in
(15) belong to finite sets W; := {wgl),...,wgl)} and
Wy = {w§2),...7wg)}, respectively. Again, if this is
not the case, W; and W, represent dense grids that ap-
proximate the true parameters {qr(i)k} and {qu)k}. If
" e

.,ejwf’l n]T7
s W)
wd) = [63“(12)" 12 € /2T 17, and @, = wl’ @ wl,

w1th w, € ChP Upon properly deﬁmng z, € ChP: the
discrete-time signal in (15) can be written as

O]
this is the case, define w(l) = [em, L

S =@, (16)

At the receiver,
and observed as

Sn is corrupted by additive noise v,
Yn = Sn + U,. Defining w, =

T T ~T AT T T P, P,N
0%, p,,--,0p,p,, @, Op p,,--;0p p] e ChmY
N n N—-n—1

N ~ T O ~ T
W = [Wo,...7WN,1] ,Tand letting y := [y07...7 nyl]
and v := [50, e ,EN_l] denote the observation and noise

vectors, the received vector becomes

y=Wz" ++v (17)
where z* = [Zo,...,%x 4]T € CPPN. Again
0y TN-1 » )
T" is sparse and piecewise constant. Letting d; :=
[-1,0,...,0,1, 0,...,0 ]¥, and
—— ——
PiP,~1 (N-1)PiP,—1  _
3t
~ (1
D= i (18)
a{((Nfl)PlPrl)

the proposed SLR-based estimator for PPH signals is

X = arg min
xECNP1P2

1 o~ ~
SIF = Wll3 + Auxls + Aol| D] -
19)

Clearly, by simply replacing the regression matrix W with W,
the SLR estimator in (10) developed for FH signals carries over
to the wider class of PPH signals.

IV. EFFICIENT IMPLEMENTATION VIA ADMOM

A low-complexity algorithm is developed in this section to
obtain X in (10). The crux of the advocated solver of the opti-
mization problem in (10) is to show how the alternating direc-
tion method of multipliers (ADMoM) [8, pp. 243-253] can be
applied to the problem at hand.

Consider re-writing the minimization in (10) with the use of
auxiliary variables z and u, as

~ |1
] := arg yuin | S{ly = W3+ Ml + 2o ull
(20)

%%,

s.t. z=x,u=Dx.
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Associating Lagrange multipliers ({, u) with the equality con-
straints, the quadratically augmented Lagrangian of the problem
in (20) is

Clxz G
= 2y = Wl 4+ lzlls + ol
+ R{CT(x — ) + ¥ (Dx — w)}

C
+ 5 (Il = 2l3 + IDx — ul}3). @

Selecting any positive number ¢ as well as arbitrary initial
vectors z(®, u(©®, ¢ p© the ADMoM algorithm iterates
over the following steps:

x( = arg min £ x,z(ifl),u(ifl),((i_l),p,(i*l))(ZZ)

(
[z(i)7 u(i)] = arg minE (X(i)7 Z, U, C(i_l),u(i_l))

(23)
¢ = ¢=1) 4o (xO) _ Z(z) (24)
MONNCEY +C(Dx<>_u<z>), (25)

With the auxiliary variables and the multipliers available from
the (i — 1)st iteration, the wanted vector x(*) at iteration (i) is
obtained as in (22). Because £ in (21) is linear-quadratic in x,
in Appendix B is shown that this convex minimization problem
accepts a closed-form solution, namely

x) = (WHW + DD + clyp)~! (WHy _ ¢

— DH;1,<i_1) +cz(=Y 4 cDHu(i_l)) . (26)

Having found x( and with the multipliers fixed from the (i —
1)st iteration, the auxiliary variables [z(*), u()] at iteration (4)
are subsequently obtained as in (23). After neglecting irrelevant
terms, the pertinent minimization problem reduces to

[Za)’ u(i)}

—orgmin | (Ml =R {¢" "} 4§ (1 - a12))
()\2||u||1 G i (HDX )—uH >>} 27)

Clearly, the cost in (27) can be minimized separately in z and
u. Since the resulting minimizers w.r.t. z and u are found anal-
ogously, only the minimization over z is detailed for brevity.

: H .
Noting that i [|z[l; — R{¢“™D" 2} +(e)/(2)(Ix? - 2]13) =

St alza] = (G 21} +(0)/ (2l = zi[2). the min-
imization in (27) over z can be solved coordinate-wise; that is,
for each coordinate £ = 1, ..., N P, the problem to solve is

{7 ) g (0]

(28)

z,(:) = arg min [)\1|zk| -
2k



5050

Albeit non-differentiable, the scalar convex cost in (28) can be
solved in closed form. Specifically, we show in Appendix B that
the solution of (28) is given by

(i—1)
0, if x( )—i— =0

(), —1.(i—1) )
+

Imﬁ.)-‘_c 12@‘1)max< x;:) z

I

] (i—1) A
:= shrink <$,(;) + 2k —1>
c c

which corresponds to the complex version of the soft shrinkage
operator in, e.g., [17]. Collecting the coordinate minimizers in
a vector, the closed-form solution of (23) can be compactly ex-
pressed using the vector shrinkage operator with entries as in
(29), namely

(&) _

Zy =

— A—Cl, 0) , otherwise

(29)

(i-1)
z() = shrink (x@) S , Al) (30)
C C
(i-1)
u” = shrink <DX( RN K AZ) 31
C C

Furthermore, note that the Lagrange multipliers are subse-
quently updated as in (24) and (25), which are first-order, least
mean-square (LMS)-like iterations.

In a nutshell, the primal problem in (10) can be decoupled in
the minimization problems (22) and (23), which entail closed-
form solutions per iteration plus simple Lagrange multiplier up-
dates implemented as in (24) and (25). Apart from simplicity in
implementation, this iterative algorithm for SLR-based FH pa-
rameter estimation is provably convergent to X in (10), since
the ADMoM is guaranteed to converge to a global minimizer
for convex functions [8, p. 253]. Summarizing, we have estab-
lished the following.

Proposition 3. For any ¢ > 0,z u(®, C(O) and p(9), the
iterates x\V) in (26), z® and u® in (30) and (31), as well as
C(l and p' in (24) and (25), are all convergent. Speaﬁcally,

x(®) converges to the solution of (10); that is, lim;_, o x(") = X.

It is worth stressing at this point that the ADMoM solver of
the SLR problem in (10) and the associated convergence result
in Proposition 3 are not confined to the FH/PPH signal estima-
tion problem dealt with here. In fact, they carry over to all prob-
lems that fused Lasso can be applied [19]. An extra attractive
feature of the ADMoM algorithm in (26)—(31) is that the ma-
trix to be inverted in (26) remains fixed during the iterations;
hence, the matrix inversion in (26) can be performed off-line.
With (WHEW + DD+ cIyp) ! obtained off-line, the com-
putational complexity per iteration is dominated by the multi-
plication in (26), that is O(N?2P?). Furthermore, since the ma-
trix WHEW + ¢DFD + cIyp is very sparse [cf. (7) and (8)],
solving (26) for large N and P can be facilitated via computa-
tionally efficient solvers of sparse linear systems of equations,
such as the conjugate gradient algorithm [7, p. 130]. In addition,
the ADMoM can afford a convergent distributed implementa-
tion which is also robust to noisy links [27]—a useful attribute
when estimation is to be performed using wireless sensor net-
works, where observations are spatially distributed.
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Fig. 1. Two hopping complex exponentials. (a) True time-frequency pattern;
(b) spectrogram; (c) sparse linear regression estimates; (d) entropy of the (nor-
malized) spectrogram estimates, H; (e) sum of the difference of consecutive
columns of the spectrogram, A; (f) Astrn = Yopey [Tntip — Tnpl?
(M =2).

A. Noiseless Case

Similar to (10), the estimator in (12) admits an efficient imple-
mentation via the ADMoM. Indeed, mimicking the steps used to
solve the minimization problem in (10), the following holds true.

Proposition 4. For any ¢ > 0, z(9), u(® ((0), (@, p© the
iterates

. 1 .
x) = Z(WEW + DD + Iyp) H(cWHy + ¢z
&

4 CDHu(i—l) _ C(i*l) _ DH”’(Z—l) _ WHp(Z—l))
(32)
, oD
z() = shrink (x@ + C—, L 7) (33)
C C
(i-1)
u® = shrink <Dx(1) 4+ — il 1) (34)
& &
¢ =D L (x(o _ z(i)) (35)
p® = =D 4 ¢ (Dx(o _ u(i)) (36)
pt) = pl=Y 4 o(Wx) —y) (37)

converge to the solution of (12); that is, lim;_, x(0) = g*,

V. SIMULATIONS

In this section, the developed algorithms are tested in several
scenarios.

A. Frequency Hopping and Hop Timing Estimation

The signal of interest in (3) and (6) consists of two hop-
ping tones, while the grid of carriers is chosen to be W =
{2=t= 17r} —, with P = 32, and N = 48. The first FH tone is
generated to be active on the 10th carrier in the interval [0, 9],
and then hops to the 20th carrier during the interval [10, 47]. The
second hopping tone occupies the 25th carrier in the interval [0,
29], and the 5th carrier in the interval [30, 47]. The two FH sig-
nals are in-phase and have equal amplitude.

The true time-frequency pattern of the signal of interest is de-
picted in Fig. 1(a). (Here and in what follows the squared mod-
ulus of the X™ entries is plotted.) The spectrogram obtained with
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Fig. 2. Two hopping complex exponentials. Probability of incorrect detection
versus SNR (M = 2).

N; = 8, N, = 256, L = 1, and using a rectangular window
is shown in Fig. 1(b) at SNR. := 10log;,(||z*]|3)/(No?) =
10 dB. In Fig. 1(c), the modulus of the estimate in (10) rear-
ranged in matrix form, i.e., X = [Xo, - - -,XnN—1],is depicted for
A1 = A7/20 and A2 = A3/10, with AT (A3) as in Proposition 1
(correspondingly 2). Here and in what follows these scaling pa-
rameters (A1, \2) are used unless specified otherwise. ADMoM
updates in (22)—(25) are terminated either after a fixed number
of (here 10%) iterations, or, by using the following stopping cri-
terion: (||x® — x(=112)/(||x]]3) < 10~%. Observe that X
is a far better estimate of the true time-frequency pattern than
the spectrogram.

Fig. 1(d) and (e) depicts, respectively, the entropy sequence
H, [22], and the gradient sequence A, [24] versus time.
Notice that the peaks of these statistics provide estimates of
the system-wise hopping instants. In Fig. 1(f), the statistic
ASLRy = Yooy [Bng1p — Fnpl? forn = 0,... N = 2is
plotted. Clearly, Aspr,, represents a better statistic than H,
and Ay to estimate the hopping instants.

Performance of the spectrogram- and SLR-based hop timing
estimators is next assessed via Monte Carlo simulations. The
signal of interest is the one in Fig. 1(a) and, for simplicity, the
number of system-wise hops (K = 2) is assumed known. The
hop timing estimates are obtained by picking the K peaks of
Hy, Ay, and Agr,,. To pick the K peaks of those statistics, the
following steps are repeated K times: i) The maximum value
of the statistic is found; ii) its index is stored; and iii) the value
of this entry and the adjacent IV, entries are set to zero. Correct
acquisition (CA) corresponds to having each of the K estimates
of the hopping instants less than /V,, samples away from the
associated true hopping instants. Fig. 2 depicts the probability
of incorrect acquisition (Pxca = 1 — Pca) versus SNR (aver-
aged over 10% noise realizations) for the two spectrogram-based
estimators, and the novel estimator in (10) with N, = 5 and
N,, = 3. Observe that the entropy-based technique outperforms
the gradient-based one, and the SLR estimator achieves the best
overall performance.

Next, the tested signal of interest comprises M = 3 FH tones:
the two of Fig. 1(a) plus a third one that occupies the 15th car-
rier in the interval [0, 19], and then hops to the 30th carrier in
the interval [20, 47]. With the parameters used in Fig. 1, the re-
sulting signal together with the spectrogram, the SLR estimates
and the decision statistics are depicted in Fig. 3. Fig. 4 shows the
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Fig. 3. Three hopping complex exponentials. (a) True time-frequency pattern;
(b) spectrogram; (c) sparse linear regression estimates; (d) entropy of the (nor-
malized) spectrogram estimates, H; (e) Sum of the difference of consecutive
columns of the spectrogram, A; (f) Aspr,, = 25:1 |Znt1,p — Tnpl?
(M =3).
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Fig. 4. Three hopping complex exponentials. Probability of incorrect detection
versus SNR versus SNR (M = 3).

probability of incorrect acquisition versus SNR. Observe that
the performance of the entropy-based estimator degrades while
the SLR estimator achieves satisfactory performance.

So far, the true signal comprised a fixed number of complex
exponentials hopping only once. Next, a case is tested where the
number of complex exponentials varies across dwells and more
hops occur. The first complex exponential occupies the 10th car-
rier over the interval [0,9], then hops to the 20th carrier over [10,
34], and to the 30th carrier over [35, 47]. The second complex
exponential occupies the 15th carrier over [0,19] and then it dis-
appears, while the third complex exponential occupies the 25th
carrier over the interval [0, 29], and the 5th carrier over [30, 47].
With the parameters identical to those used in Fig. 1, the resulting
signal along with the spectrogram, the SLR estimates, and the
decision statistics are depicted in Fig. 5. The selection strategies
advocated in Section III-A are seen effective also in this case of
multiple hops and a varying number of tones per dwell.

B. Robustness to Sources of Model Mismatch

In Section V-A the signal of interest was a superposition of
ideal complex exponentials that hopped within a known fre-
quency grid. In this subsection, the estimator in (10) is tested in
the presence of various sources of mismatch between the model
in (3), (4), and (6) and the signal of interest. First, a carrier mis-
match is considered.
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Fig. 5. Time-varying number of hopping complex exponentials. (a) True
time-frequency pattern; (b) spectrogram; (c) sparse linear regression
estimates; (d) entropy of the (normalized) spectrogram estimates, H;
(e) sum of the dlfference of consecutive columns of the spectrogram, A;
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Fig. 6. Mismatch due to carrier shift: true frequencies are not within the grid.
Spectrogram (top) and SLR estimates (bottom).

Itis first assumed that each carrier in Fig. 3(a) is shifted by — 5
so that none of the actual frequencies is within the grid; instead,
they lie in the middle of two grid carriers. As a consequence, (6)
is not exact but only an approximation. Fig. 6(a) and (b) shows
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Fig. 7. Mismatch due to B-FSK modulation: signal frequencies not within the
grid. True frequencies (top) and SLR estimates (bottom).

the spectrogram and the SLR estimates for SNR = 10 dB, re-
spectively. Notice that the SLR estimator picks the two closest
carriers. While the time and frequency resolution of the SLR es-
timator is still better than the spectrogram, increasing the den-
sity of the frequency grid can further improve performance.
Next, a mismatch due to frequency modulation is considered.
Each exponential signal in Fig. 3(a) is the carrier of a binary fre-
quency shift keying (B-FSK) modulation, where each symbol
lasts Ny = 5 sampling instants, and the two symbols undergo
a frequency shift of +m /5P, which corresponds to 1/10 of the
carrier spacing. Despite the fact that the estimator in (10) may
recover such a signal if a frequency grid 10 times denser than
W ={(2p — P —1)/(P)x}}_, wasadopted, the question con-
sidered here is whether the SLR estimator with Y can “filter out”
the modulation and recover the actual tones. Fig. 7(a) and (b)
shows the true time-frequency pattern along with the SLR esti-
mate for SNR =10 dB, respectively. It is clear that the SLR es-
timator recovers the carrier hops only, because frequency varia-
tions due to modulation are negligible relative to the grid spacing.
Next, a near—far scenario is considered. Wireless propaga-
tion may cause fluctuations of the received signal amplitude due
to time- and frequency-selective fading. Frequency selectivity
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Fig. 8. Mismatch due to fading. The complex exponential amplitudes are time
varying. True signal (top) and SLR estimates (bottom).

means that different tones are subject to different attenuation
and phase shift; time selectivity means that the attenuation and
phase shift of a given tone vary with time. If this is the case, exact
reconstruction of the signals of interest is impossible, because
the number of unknowns is much larger than the number of ob-
servations. In many cases, however, fading only induces rela-
tively small fluctuations around a nominal amplitude. Indeed,
Fig. 8(a) and (b) depicts the signal of interest affected by time-
varying fading, and its SLR estimate for SNR = 10 dB. The
nonzero time-varying amplitude coefficients in (6) are generated
as a first-order Gauss—Markov process, i.e., Tpn p = BTn_1, +
e, with 8= 0.99, 9, ~ CN(0,1), and e, ~ CN(0,1 — (3?).
Interestingly, the developed estimator is able to recover the true
time-localized frequency pattern, and “average out” small am-
plitude variations due to fading.

C. Noiseless Case

In this subsection, the noiseless reconstruction algorithm of
(12) is tested. The signal of interest is the one in Fig. 3(a). Fig. 9
shows the squared error (SE), ||x() — z*||3, versus the iteration
index (%) of the algorithm in Proposition 4 for ¢ = 0.25, and
various values of . Surprisingly, if properly tuned, the SLR
estimator in (12) can perfectly recover the signal =*.
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Fig. 10. Evolution of the squared-error in the noise-free case (dwell-wise iden-
tifiability is not met).

Once hop timing is acquired, one can solve a set of harmonic
retrieval problems on a per-dwell basis to obtain refined fre-
quency and complex amplitude estimates [22], [24]. This kind of
processing is clearly suboptimum, since it does not take into ac-
count observations of adjacent dwells—which contain informa-
tion about the frequency content in the dwell of interest. Param-
eter identifiability for the per-dwell harmonic retrieval problem
goes back to Caratheodory [15]; see also [31]. Assuming dis-
tinct dwell frequencies, it turns out that identifiability of this
nonlinear problem boils down to counting equations-versus-un-
knowns: for M complex exponentials within the dwell, one
needs at least M + [M /2] observations (length of the dwell).2
Next, a case similar to Fig. 3(a) is considered except that the
first signal hops to the 20th carrier at time 18, so that only one
sample is taken during the second dwell. In this case, per-dwell
processing fails to recover the signal within the second dwell
even with perfect knowledge of the hop timing. Fig. 10 shows
the SE versus the iteration index (i) of the algorithm in Proposi-
tion 4 with ¢ = 0.25. Observe that the SLR estimator is capable

2There are three real unknowns per complex exponential, and two real equa-
tions per complex measurement.
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of recovering the signal of interest perfectly. This is possible be-
cause the estimator in (12) exploits the frequency smoothness
along adjacent dwells. Clearly, this does not constitute an iden-
tifiability claim; what it does demonstrate, however, is that the
SLR estimator is capable of perfect recovery in situations where
per-dwell processing unequivocally fails.

D. PPH Signal Estimation

In this subsection, the generalization of the SLR es-
timator to PPH signals is tested. A mixture of FH and
linear chirp hopping signals is considered. Specifically,
the chosen parameters are: G = 2, N = 48, P = 20,
Py = 3, W = {2p—P—1)/(P)r}L,, and Wy =
{—=(4m)/(P1),0,(47)/(P1)}. The signal of interest is a super-
position of FH signals in W/;, and hopping chirp signals in Wh.
The particular choice of W, is not instrumental in any way
other than allowing for easy visualization: it guarantees that the
instantaneous frequency of the chirp signals at every sample
point belongs to W;.

The signal of interest was generated as the superposition of
two signals. The first occupies the 7th carrier in the interval
[0,24], and then hops to the 12th carrier in the interval [25, 47].
The second signal occupies the 15th carrier in the interval [0,
14], and then turns into a linearly decreasing chirp starting from
the 18th carrier in the interval [15,31], and finally to a linearly
increasing chirp starting from the 5th carrier in the interval [32,
47]. Fig. 11(a) and (b) shows the true time-frequency pattern
along with the SLR estimate for SNR = 10 dB, A\; = 0.3,
and A = 1.5. It is worth noting that since PyP» > N the
assumption of Proposition 2 is not met. As expected, the SLR
estimator correctly recovers the frequency content of the signal
of interest.

VI. CONCLUSION

A novel technique was introduced to estimate FH signal pa-
rameters based on sparse linear regression. Earlier approaches
rely upon the spectrogram of the received signal, at least for
coarse acquisition. The estimation task was formulated here as
an under-determined linear regression problem with a dual spar-
sity penalty. Its exact solution was obtained using the ADMoM.
Guidelines were provided to select the regularization parame-
ters, and the estimation approach was generalized to PPH sig-
nals. Simulations demonstrated that the novel technique out-
performs spectrogram-based estimators by a significant margin,
especially with regard to hop-timing estimation. A modifica-
tion of the novel estimator in the noiseless case revealed that
the SLR estimator can perfectly recover the signal of interest,
even when per-dwell identifiability fails—thus holding greater
promise than per-dwell processing approaches. The ADMoM-
based algorithm developed here for FH/PPH signal estimation
can be ported to other problems, such as applications of fused
Lasso [19]. Interesting extensions of this work can be pursued
in slowly time-varying line spectrum estimation.3

3The views and conclusions contained in this document are those of the au-
thors and should not be interpreted as representing the official policies, either
expressed or implied, of the Army Research Laboratory or the U. S. Govern-
ment.
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APPENDIX

A. Proof of Proposition 2
With A; = 0, the problem in (10) simplifies to

o . 1 2
% =arg_min |y - Wxl3+%lDxl:|. @9
Recall that x := [xZ,...,x%_,]7, and let
h, =x,—-x,_.1, n=1,...,N—1. 39
Defining h := [h? ... h% _,]7, it holds that
x:z[?} (40)
and
N-1 P
IDx[li = > > l@np — @u-1pl = bl @D

n=1 p=1
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Hence, an equivalent form of (38) is

-~

[X(], h] = arg XOGCP,Il?Gi%(N*UP J(X07 h) 42)
where
1 X, 2
J(x0,h) == = |ly = WX [ 2 [|| + Xz||h;. (43)
2 h|,

The necessary and sufficient first-order optimality condition for
[Xo, h] to be the (unconstrained) minimum of L]A(x07 h), is that
the subgradient of J(xo,h) evaluated at [Xo,h] contains the
zero vector [26, p. 92], i.e.,

~

VJ(Xo,h) 3 Onp. (44)

Defining

rim SHWH <W2 [%0} _ y> (45)

the subgradient of J(xo,h) evaluated at [ﬁg,ﬂ] can be ex-
pressed as

V.J(Xo,h) =1+ Asb (46)
where the kth entry of b € CN7 is
0, k=1,...P

by, = ﬁﬁw k=P+1,...,NPh #0 (47

Sk, k=P+1,...,NP,hy =

’

with s € C such that |sg| < 1.
From (46) and (47), (44) translates to the following condi-
tions:
ch)rp = O,forlg =1,...,P;and,

D — ) if h
Tk+/\2|’”'| 0 If}}k#o for k = P +
|’I”k| S )\27 if hk =0
1,..., NP

The, cAon,stant (i.e., hop-free) solution corresponds to having
Xo and h = Oy _1)p. Thus, cl) implies that

M (Mo%o — y) = 0p (48)

which is uniquely satisfied by X = X, since Mg has full
column rank. Hence, Xg = x. and h = O(v—1)p if and only
if ¢2) is satisfied, which corresponds to |ri| < Ag for k =
P +1,..., NP, or equivalently, Ao > A3.

B. Proof of Proposition 3

It suffices to show that the problems in (22) and (23) admit the
closed-form solution in (26) and (30)—(31), respectively. After
skipping constant terms, (22) can be written as

4 1 , .
x() = argmin {5 ||y—Wx||; +R {C(z—l)Hx _l_u(z—l)HDX}

. 2 . 2
w5 (= + Jox—we )]
2 2 2

Upon equating the gradient of the convex differentiable cost to
zero, the expression in (26) is readily obtained.

(49)
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In Section IV we have showed that (23) can be separated in
scalar problems of the form in (28). Next, we show that (28) ad-
mits the closed-form solution in (29). Because the cost in (28) is
convex but non-differentiable, the necessary and sufficient con-

dition for z,(:) to attain its minimum is [26, p. 92]

| (50)
if 20 = 0.

Substituting zlgi) with the expression in (29), it is easy to verify

that the conditions in (50) are satisfied. This completes the proof
of the proposition.
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