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Application To Technology Mapping
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Abstract— Due to increasing design complexities, routing congestio
has become a critical problem in VLSI designs. This paper inbduces
a distributed metric to predict routing congestion and apples it to
technology mapping that targets area and delay optimizatio. Our
technology mapping algorithms are guided by a probabilistt congestion
map for the subject graph to identify the congested regionswhere
congestion-optimal matches are favored. Experimental redts on a set of
benchmark circuits in a 90 nm technology show that congestivaware
mapping results in a reduction of 37%, on an average, in trackoverflows
with marginal gate-area penalty as compared to conventioraarea-
oriented technology mapping. For delay-oriented mappingpur algorithm
improves track overflows by 20%, on an average, in addition tgreserving
or improving the delay, as compared to the conventional metbd.

Index Terms— Congestion Estimation, Routing Congestion, Placement,
Physical Design, Technology Mapping, Logic Synthesis

|I. INTRODUCTION

A. Motivation

the technology-independent optimization stage is tatyétevards
wirelength estimation to consider the wire-delays, as eppoto
our work which targets routing congestion. At this phase agfid
optimization, it is not entirely clear which wires will be ithe
logic netlist, since these decisions are made during thientdogy
mapping step. Technology mapping provides powerful cdipiakifor
absorbing long interconnect wires into internal connexiavithin
complex gates, or for splitting complex gates into simpleteg,
thus helping to alter the overall distribution of wires irettayout.
Therefore, it is an ideal step, where the routing congestiaiolem
may be attacked with relatively more freedom, albeit wittatieely
less information, than during placement and routing. Altioseveral
methods for integrating physical design with technologyppiag
have been proposed, there is little work on incorporatinggestion
considerations. Existing methods for this purpose, whih keased
on indirect metrics such as wirelength, are unsatisfactang the
work presented in this paper is directed towards filling thaitl.

Interconnect dominance is a daunting issue for sub-100 ni8IVL

designs. It is a consequence of the rising design compldgitpwing
Moore’s law [1], the number of on-chip transistors (and é¢fiere,
according to Rent's rule [2], [3], the number of wires) is r@asing
exponentially every year. However, there is no proportieriacrease
in wiring resources, since die-sizes are expanding at a sty

B. Previous Work

We review some of the previous works on congestion-aware
technology mapping approaches in the literature. $taM. proposed
a clustering of closely placed cells during technology niaggo that
the matching choices covering distantly placed cells in ghbject

pace [4], and upper metal layers that are offered with acd@ncgraph are ruled out [8]. This approach may result in long svire
in technology are used mainly for routing global signals. &s tnhe final netlist, and more importantly, may leave a signifigzortion

result, even today’s designs have regions where the uabiléy
of sufficient number of tracks to route the wires causes theuits
either to be unroutable or to violate the timing constraée to long
detours of wires. This is often referred to as the routinggestion
problem. Although exact routing congestion informationkigown
only after global routing, a failure to address congestigorgo this
point implies that the designer is left with few degrees afeffom.
Moving one step back, to placement, provides greater fliéiesi
in terms of global pin-density control and post-placememedies
(see, for instance, the congestion mitigation techniquessribed in
[5]), but is still not always enough, and it is known that tkises
not remove the need for a number of design iterations. Thistén
due to the poor fidelity of congestion-unaware delay esgsjavhich
cannot accurately capture the effect of long wire detouysired for
congestion reduction, or due to the unroutability of somsigies
where there may not be enough tracks available for routing.
Therefore, it is imperative to address congestion issudy @a

of the design space unexplored. Pandinhial. proposed wirelength
as a metric to be minimized during technology mapping in orde
to reduce the congestion [9]. Although large wirelength nimzy
correlated with high congestion, the correlation is ratpeor, and
therefore, the mapping based on such a metric may not rasult i
an effective optimization. This observation has been bamue by
recent work by the same authors [10], who state that such ecnet
when considered during technology mapping employing attogcl
cost function may not result in decreased congestion. Astedi
out by them, congestion is a local property that varies framtb
bin and is difficult to capture using a global metric like vifegth.
This inference led them to the conclusion that congestionocey be
targeted using iterative placement and technology mappiogever,
such a conclusion is valid only when the congestion optitiorais
performed employing an indirect global metric in a tradifibfashion
and is not true in general.

the design process to allow for more freedom to reduce CONYRS our Contributions

tion. Previous work on wire planning in logic synthesis [f]] at
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We present a technique for performing congestion-awarentge
ogy mapping. Instead of trying to absorb the congestionrinéion
into a single metric, we work with information about the disition
of congestion over the entire layout. The contributions of work
can be summarized as follows.

« Using empirical data on several benchmarks, employingediff
ent scripts and libraries and two different placement ggras,
we show the fidelity between the congestion maps for the stubje
graph and the mapped netlists, and exploit this fidelity reyri
the technology mapping.
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« Instead of applying an indirect metric such as wirelength [9this has changed in recent physical synthesis vendor offgrimost
[11], we utilize probabilistic congestion estimates [1@]guide approaches focus on the prediction of wirelength based anding
our technology mapping; these estimates are shown in [12] box estimates that ignore congestion. The estimation ofimgu
have good fidelity with post-routing congestion measurgmen congestion without a placement for a network is, if not ingiole,

« Experimental results due to congestion-aware technology-m liable to be highly inaccurate, and one may have to rely orh hig
ping algorithms on an industrial benchmark, ISCAS'85, anbktvel metrics such as adhesion [14]. However, several opestimpns
ITC'99 circuits show an improvement of 37% and 20%, ombout this metric remain unanswered: for example, whethean
an average, in track overflows as compared to conventioriz@ measured in a computationally efficient manner, and venéth
mapping for area and delay minimization, respectively. SEhe fidelity is valid for mapped netlists. On the other hand, tubistic
improvements come at the cost of 8% and 1% gate-area penattyngestion estimation [12] used after the placement of apetp
respectively, for area and delay minimization. network has been demonstrated to correlate well with thgestion

The organization of the rest of the paper is as follows. Sadti Map generated after the routing, on both academic and malust
introduces the terminology and problem definition, whilet®m 11l benchmark circuits. The estimation method divides the Uaynto
presents empirical and intuitive justifications for cortgms fidelity bins and computes the congestion for a given bin under abiples
for pre-mapped and mapped netlists. Sections IV and V st routes for a given net. We employ the same method to guide our
congestion-aware technology mapping algorithms targetirea and technology mapping algorithm. However, even such a metisod i
delay, respectively, while Section VI discusses time campy difficult to adapt, since only the premapped netlist is akdé prior to
and possible extensions to these algorithms. Section \ésqnts technology mapping, and the level of correlation betweengtfoba-
experimental results and conclusions followed by the sumpnod  bilistic congestion maps of the premapped netlist and thepexd one

the paper in Section VIII. A preliminary version of this papeas has not been studied in the past. One contribution of thikusto
presented in [13]. perform such a study. From empirical evidence obtained ey

different logic synthesis scripts and placement algorgtum a variety

of benchmarks, we show a good congestion correlation betwee
premapped and mapped netlists. Once we establish the timmges
correlation between these netlists, the problem of corgesivare
'ﬁechnology mapping can be defined as follows.

Problem definition 2.1:Given a subject graph of a network and a
library of gates, synthesize a network optimizing area daydsuch
that the maximum (horizontal/vertical) congestion ovéoathe bins
is less than the given threshold.

Il. PRELIMINARIES

A. Terminology

The following terminology is used throughout this paper.
Boolean network is a directed acyclic graph (DAG), in whichaale
denotes a Boolean functioif,: B — B, whereB = {0,1} andn
is the number of inputs to the node. Traditional technolog@pping
is usually preceded by a decomposition of this abstract onitw
into one that contains primitive gates, such as 2-input NAN&hd
inverters. The decomposed network is referred to as a sutpjaph
or a premapped netlist. The subject graph is mapped on to af set
cells in the library during technology mapping; the resigtnetwork This section explores the level of fidelity between the catiga
is known as a mapped netlist, which is placed in a given blael a €stimates before and after technology mapping for any itircu
and routed. The block area is divided into bins for congestisalysis FOr @ given circuit, a premapped netlist contains primityates
purposes or for global routing. Each bin contains a limitechber Such as 2-input NAND's, while a mapped netlist contains acget
of horizontal and vertical tracks. The track overflow andgestion Cells from a given library. Intuitively, the premapped andpped
can be defined as follows. netlists for a circuit share the same global connectivitgces the

Definition 2.1: The horizontal (vertical) track overflow for a givenMapper absorbs some wires in the subject graph into thenaiter
bin is defined as the difference between the number of haaronnodes of library cells, leaving other wires untouched. Tihdsnts
(vertical) tracks required to route the nets through the did the towards the possibility of good fidelity between congestinaps for
available number of horizontal (vertical) tracks. premapped and mapped netlists. However, congestion afsende

Definition 2.2: The horizontal (vertical) congestion for a given biron the placement of elements (viz., primitive gates or gatethe
is the ratio of number of horizontal (vertical) tracks reedi to route library) in the netlist. Placement algorithms employed bynenercial
the nets through the bin to the number of horizontal (velititacks tools and in academia are typically based either on recunsiulti-
available. level bisectioning or force-directed quadratic programgnilt would
A positive track overflow, or a congestion of more than 1.0anse be useful to understand, even empirically, whether theaeephent
that sufficient tracks are unavailable for the routing, ekhilnegative algorithms react to the same global connectivity and blonkaa

value of the overflow, or a congestion smaller than 1.0, itgis the Cconstraints in a similar way. If so, there may be a good cdiges
availability of tracks. correlation between premapped and mapped netlist. We rextiis

issue by performing a set of experiments using a variety ates,
logic synthesis scripts, libraries, and benchmarks.

Il1. CONGESTIONFIDELITY

B. Problem Definition

Routing congestion depends on the following factors: the-co )
nectivity of the network, the placement of cells in the layou”- EXxperimental Setup
and the routing of interconnects between the placed cellceS  To verify the fidelity between congestion estimates befo after
there is relatively less freedom for attacking the routimggestion technology mapping, we placed several premapped netfiats the
problem during the placement and routing stages, we coratent corresponding mapped netlists using the same block areahend

on optimizing the first factor. The technology mapping stegkes
crucial decisions regarding the connectivity of the nekwaince the
mapping of primitive gates to the library cells determinbs set
of wires that will be present in the circuit netlist. Traditally, this
has been carried out without any placement informationh@dlgh

same placement of input/output terminals. Two differercpment
algorithms were employed — a recursive bisectioning bakgatithm

in a publicly available tool, Capo [15], and a force-direttpiadratic
algorithm, Kraftwerk [16], implemented in a proprietarydirstrial
placer. Different scripts, such asgged, boolean, algebraic, espresso
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and speedupin SIS [17] were applied for preprocessing the netlistgs) and 7 (8) in the table show the average and maximum hdakzon

before technology mapping employing different librariesSIS as
well as an industrial library used for high-performance nopro-
cessor designs. The following options were used for mappimd
placement.

« Mapping was performed in SIS using th@p -s -n 0(1) -AFG -p

(vertical) congestion, respectively, while columns 9 ar@ show
the statistical correlation between the congestion in ppged and
mapped netlist. The correlation is defined &§X—x)¥—uv)l,
where £][] is the expectationy is the mean,s is the standard
deviation; in our caseX and Y correspond to the congestion

command that performs area and fanout optimization. Nougyol" the premapped and mapped netlists, respectively. A letiog

information was utilized to guide this technology mapping.

value closer to 1 (-1) means that two random variables acagly

with default options to minimize the total wirelength based
half perimeter bounding box estimates.

The premapped netlist is an abstract Boolean network auntgi

primitive gates such as 2-input NAND's and inverters. Foe th

placement of such a netlist, the primitive gates must begasesdi
areas. We assign the areas of the corresponding minimwed-gites
in the library to these primitive elements. Since the numidferodes
in this netlist is large, the area of primitive gates must taled by
a certain factor to present the same white space constrainthe
mapped netlist for the placement. This factor is compuaegriori
as a ratio of the targeted gate-area to the area of premagbedrk
using the following equation.

Block area— White space area B
Area of premapped network

Note that this factor is readily available given the blockarthe white

space specification (i.e., desired row utilization facttdr premapped

netlist, and the cell library, and does not require any sesstespecific
tuning.

Scaling factor=

B. Experimental Results

We show results for two representative benchmarks, C6288 an

C7552, which differ vastly in their functionalities. Figg 1 (a)

and (b) show congestion maps for the benchmark C6288 for the

mapped and premapped netlists, respectively. The pladehdoth
the networks is performed using Capo. In these plots, the g
shows the two dimensions of the layout area, while the Z-descts
the congestion. Visually, one can conclude that the digtioh shown

in Figure 1(b) is similar in nature to the congestion map ghow
t

in Figure 1(a). For most of the bins, the difference betwees

congestion in the premapped and mapped netlists is lesslibfan

Similarly, the congestion maps for the benchmark circuib® is

shown in Figure 2; the netlists for this benchmark are placsidg

Kraftwerk [16]. The congestion map for the premapped retis

C7552 shows characteristics similar to that of the corredjy

mapped netlists. Observe that, unlike the usual patterheotentral

area of a design being the most congested, these benchnxhikg e
a congestion hot-spot that is markedly off-center; in spftthis, the

congestion maps for their premapped and mapped netlistelat@
well. For a detailed treatment of the congestion correfatigease
refer to [18].

Representative results for some ISCAS’85 benchmarks aed
IDC circuit, an instruction decoder in a high-performanciermpro-
cessor design, employing different scripts, librarieg) placers, are
shown in Table I, while similar results on more extensiveo$déiench-
marks are presented in Table VIl in the Appendix. Columns, 2n8
4 show the scripts used, the number of cells in the mappedtsetl
and placement tools employed, respectively. Technologpping in
SIS [17] is performed using the area and fanout optimizatiption,
employing either the lib2.genlib library in SIS or an indiedt high
performance library. It is worth noting that the mapped isttis
fanout-optimized, which possibly restructures the neknafter the
mapping and may affect the global connectivity adversebu@ns 5

variables are weakly correlated [19].

C. Justification Based on Experimental Results

In spite of fanout optimization that may affect the globahigectiv-
ity and hence congestion fidelity, the congestion correfabietween
the subject graph and the mapped netlist is always greater Qt6
for all the netlists. One may deduce the following based @sé¢h
experimental results.

« Across different libraries, scripts, benchmarks, fanqutimiza-

tion schemes, and placement algorithms, a good correlation
exists between the congestion map for the subject graph and

the congestion map for a mapped netlist.
« The reasons for the congestion correlation are likely toHse t
similarities in the global connectivity in the subject ghagnd

the mapped netlist, the same block area and I/O terminal con-

straints, and the similar way in which any reasonable placgm

algorithm reacts to such resemblances in global conngctivid

the block area constraints.
« The congestion correlation is smaller for Kraftwerk as caneg
to that for Capo. This can be partly attributed to the apfibca
of a cell-bloating technique to alleviate congestion faitdrepin-
accessibility in our implementation of Kraftwerk, that isety
modifies the congestion map for the mapped netlist. Further-
more, the cut-sizes that drive Capo perhaps correlater hettiee
congestion than do the force distributions that drive Kvafk
(since the latter are influenced not only by the distributidn
the nets but also the overlaps among the underlying cells).

IV. CONGESTION-AWARE AREA-ORIENTEDMAPPING

In this section, we focus on area optimization as an objedtiv
technology mapping. For the purposes of congestion-awaap- m
ping, the sparsely congested and densely congested regiass
be identified. From the experiments in the previous sectidnich
demonstrate the congestion correlation between a subjegihg
and its mapped netlist, we can conclude that the former shetli
is accurate enough for this purpose. Since the primary tigec
of our congestion-aware technology mapper is area mintiniza
we employ a variation of a widely used dynamic programming-
based technology mapping algorithm [20]. The technologppirey
procedure involves the matching and covering phases: thaefo
comprises storing the set of optimal matches at each nodég thie
tter involves constructing the network by selecting frilia matches
stored during the matching.

A. Example

A pure area/delay minimization objective during technglogap-
ping can result in poor congestion, and Figure 3 illustratesase
where suboptimal matches may reduce congestion. Assumaltha
of the bins, shown as dashed squares in the figure, are cedgasd
a match for the AOI33 function is considered. The inputs &rtfatch
enter through top and bottom bins on the left, while the oulpaves
from the middle bin on the right. Figure 3(a) shows one pdssib
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0.5

@ (b)
Fig. 1. Horizontal congestion for C6288 for (a) the are@mied mapped netlist and (b) the premapped netlist: XY pilmotes the block area and Z axis
shows the congestiorscript.ruggedis used for preprocessing the netlist and Capo [15] is enepldpr placement.

(b)

Fig. 2. Horizontal congestion for C7552 for (a) the are@mied mapped netlist and (b) the premapped netlist: XY pilmotes the block area and Z axis
shows the congestiorscript.algebraicis used for preprocessing the netlist and Kraftwerk [16]ngpyed for placement.

TABLE |
CONGESTION COMPARISON FOR THE NETLISTS BEFORE AND AFTER TEGIOLOGY MAPPING. MAX. (AVE.) CORRESPONDS TO MAXIMUM(AVERAGE),
WHILE H (V) CORRESPONDS TO HORIZONTAIVERTICAL).

Example | script/mapping | # Cells Placer congestion after/before mapping Correlation
Max. H Max. V Ave. H Ave. V H V
C432 rugged/area 257 Capo 1.27/1.45| 1.46/1.99] 0.41/0.47| 0.48/0.65| 0.91 | 0.90
C432 rugged/delay 328 Capo 1.17/1.45| 1.51/1.99| 0.39/0.47 | 0.46/0.65| 0.96 | 0.95
C432 algebraic/area 237 Capo 1.22/1.15| 1.38/1.6 | 0.37/0.35| 0.44/0.51| 0.97 | 0.96
C432 algebraic/delay| 279 Capo 1.06/1.15| 1.21/1.6 | 0.35/0.35| 0.40/0.51| 0.93 | 0.93
C432 boolean/area 375 Capo 1.04/1.55| 1.42/1.68] 0.43/0.45| 0.51/0.67 | 0.95 | 0.94
C432 boolean/delay 501 Capo 1.47/1.41] 1.46/1.51] 0.54/0.50| 0.63/0.70 | 0.93 | 0.93
C432 speedup/area 265 Capo 1.08/1.22| 1.25/1.5 | 0.34/0.41| 0.40/0.55| 0.92 | 0.91
C432 speedup/delay| 314 Capo 1.03/1.29| 1.27/1.81] 0.37/0.52| 0.44/0.67 | 0.93 | 0.94

C6288 rugged/area 2311 Capo 1.73/1.34] 1.88/2.00] 0.69/0.57] 0.81/0.82 ] 0.85 | 0.86
C6288 rugged/delay 2383 Capo 1.45/1.34| 1.75/2.00| 0.61/0.57| 0.71/0.82 | 0.86 | 0.87

C6288 algebraic/area| 2275 Capo 1.37/1.79 | 1.55/2.20| 0.50/0.73 | 0.60/0.98 | 0.76 | 0.78
C6288 algebraic/delay| 2620 Capo 1.38/1.05| 1.59/1.31| 0.48/0.52 | 0.58/0.73 | 0.83 | 0.79
C6288 boolean/area 2329 Capo 0.89/0.85| 1.05/1.32| 0.40/0.40 | 0.48/0.66 | 0.75 | 0.71
C6288 boolean/delay 2605 Capo 1.38/1.23 | 1.53/1.72| 0.47/0.48| 0.56/0.70 | 0.79 | 0.79
C6288 speedup/area| 4182 Capo 1.11/1.10 | 1.34/1.39| 0.41/0.48 | 0.51/0.66 | 0.78 | 0.81

C6288 speedup/delay| 4395 Capo 1.19/1.20| 1.47/1.58] 0.48/0.51| 0.58/0.63 | 0.86 | 0.82
C7552 algebraic/area| 1521 Kraftwerk | 2.60/2.70 | 2.70/2.40] 0.61/0.71| 0.66/0.71| 0.81 | 0.76
C7552 rugged/area 2060 Kraftwerk | 2.04/2.05| 2.27/2.26 | 0.65/0.69 | 0.71/0.79 | 0.64 | 0.68
C7552 boolean/area 1582 Kraftwerk | 2.23/2.50 | 2.50/2.00 | 0.61/0.74 | 0.66/0.71 | 0.82 | 0.83
C7552 espresso/area| 1457 Kraftwerk | 1.68/2.10 | 1.85/2.20 | 0.64/0.69 | 0.69/0.79 | 0.73 | 0.65
C6288 algebraic/area 2528 Kraftwerk | 1.60/1.48 | 1.05/1.35| 0.52/0.61 | 0.58/0.64 | 0.77 | 0.76
C6288 rugged/area 2391 Kraftwerk | 1.50/2.00 | 2.00/2.00 [ 0.53/0.62 | 0.58/0.63 | 0.63 | 0.62
C6288 boolean/area 2583 Kraftwerk | 1.49/1.79| 1.61/1.82| 0.47/0.54 | 0.53/0.57 | 0.64 | 0.70
C6288 espresso/area| 2549 Kraftwerk | 1.76/1.79 | 2.06/2.09| 0.52/0.62 | 0.59/0.66 | 0.61 | 0.64

IDC rugged/area 972 Kraftwerk | 1.25/1.30 | 1.13/1.47] 0.65/0.60 | 0.60/0.65| 0.67 | 0.68
IDC algebraic/area| 800 Kraftwerk | 2.09/1.67 | 2.06/1.80 | 0.50/0.47 | 0.53/0.45| 0.70 | 0.61
IDC boolean/area | 1622 | Kraftwerk | 1.75/1.78 | 1.52/1.23| 0.57/0.59 | 0.64/0.65| 0.67 | 0.66

IDC espresso/area| 2233 Kraftwerk | 1.89/1.93 | 2.17/2.24| 0.51/0.55| 0.56/0.55| 0.75 | 0.74
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Fig. 3.
requirement = 15.

Match
Inputs

Mapping choices: (a) Sub-optimal area and track irement = 12. (b) Area-optimal and track requirement = 20. Acea-optimal and track

wl’ , D1+ Dy %
w2’ w6 D2 + Dw2l m 0
w3’ D3 + Dy 4

(b) ©

Fig. 4. Computing the congestion and delay cost of a matghAlaexample subject graph. (b) A match of 3-input NAND. (c)l&ecomputation.

match containing two three-input NAND's, a two-input NANBnd
an inverter, while Figure 3(b) and Figure 3(c) show an aktve
match, an AOI33, under two different placements. To singplife
computations, if we use the number of bin-boundary crossiag
the congestion metric, instead of the probabilistic cotigesmetric,
then the cost for the match in Figure 3(a) is 12, while thattfar
AOI33 matches in Figures 3(b) and (c) are 20 and 15, resgdgtiv
The latter also happens to be the minimum over all placenfentke
area-optimal AOI33 match. It is clear that the match in Fég8(a)
distributes the logic and therefore, creates lower coimesiThis
example also highlights limitations of the placement irewkting
congestion when area-optimal matches are chosen igndrengadsts
of wires associated with them.

The cost of wires depends on the context: wires are inexpemnsi
sparsely congested regions, but are expensive in densebested
regions due to possible detours and hampered routabilite Way
to reduce this cost in densely congested zones without igertathe
design excessively is to account for their congestion dmtions
only in those zones. Our congestion-aware mapping hersstives
this purpose well: in densely congested spots, it consjoleisabilis-
tic routes based on the center-of-gravity locations forpalssible
matches and chooses the match that minimizes the congestiia
in sparsely congested spots, it chooses area-optimal egatch

B. Congestion Cost Computation

The congestion-aware mapping heuristic requires the rassgt
of a congestion cost, along with an area cost, to each matuoh.
congestion cost depends on the total congestion caused theiets
subsumed by a match, its fanin nets and its fanout nets. fRadigi
it is given by,

)

where,cost$;.:.n is the congestion cost of the matebstS., ., oiea

C C C
COStMatch =3 COStnet.ereats(i py COStnet.subsumed

(costS., upsumea) IS the congestion cost of the nets created (su
sumed) by the match. For example, for a 3-input NAND matc

shown in Figure 4(b) corresponding to the subject graph shiow
Figure 4(a), the congestion cost is as follows:

Cwl’ + Cw?’ + Ow3’ + Owﬁ’ - (O"”
+Cw2 + Ow3 + Cw4 + OwS + Cwﬁ)

tC
COSUNand3

@)

The netswl’, w2', w3', andw6’ correspond to the new location of
the match and the fanins and fanouts of the match; we compate t
new location of a match as the center of gravity of the loceiof its
fanin and fanout gates. Multi-terminal nets are modeledgisliques
for the congestion computation, and congestion contidbutif each
edge is scaled by a factor @8f n, wheren is the number of edges.

T 3>' -
AT =
wirer/:i “ : EC{OZ )
N

T T INT . T 1
wires

Fig. 5. Context-dependent congestion cost for the wireshénfigure, ‘C’
refers to the horizontal or vertical routing congestion.

The congestion cost of a wire depends on the route and the
congestion in the bins that the route passes through. Riistiablly,
all of the routes in the bounding box of the net are assumecd:to b

-quually possible[12]. If the congestion in a bin in the bounding box

of the net is small, say 0.4, as compared to the thresholdestiog
(say 1.0, for instance), then the congestion contributibthat net
for that bin is assumed to be 0. This is because a small value of
the congestion metric corresponds to the availability ofmarous
tracks, and the routability of the net through the bin is tewéd.
However, if the bin is congested, then the probabilistic gamtion
c_ontribution of the net to that bin must be considered, a®itgability

ﬁ‘ hampered. In case of Figurebire, andwires will have different
congestion costs even though the shortest routes in bottates may

1This assumption may not always be true. Typically, routersct minimize
vias and therefore, for two terminal nets, L and Z routes aresiclered first.
Such information can be taken into account while generatiggcongestion
map as in [21].
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have the same length; the congestion cost of the former wittdyo, Algorithm 4.1 Select the best match considering the congestion
while that of the latter will have a positive value as its bdimg Input: Match A (C, A1, D1) and matchM, (C3, Az, D2)

box contains congested bins. The following equation cagtuhis Output: The best match between thé; and M,

causality relation between routability and congestionlevbomputing  1: if (Cy == C5) then

the congestion cost of a netystS.,, 20 if (A1 < A)||((A1 == A2)&& (D1 < D»)) then
> in 3: return M, ;
COStSet = E{BineBoun(iingBo:r:(net):C(Bin)>C’ma1} Cfet (4) 4: else
where C(Bin) is the congestion in a bin('r.. is the threshold 5: return Ms;

congestion, andCZi® is the congestion due to the specific net6: end if
within the bin. One can observe that this definition filters the  7: end if

contributions of uncongested bins from the congestion.cbhe  8: if (C1 < Cs) then
9:  return My;

Terminal2  poute 1 10: else
11:  return Ms;
05,08 11| 09 Route : 12: end if
i |
0:‘1 0i99 ,1%2 1._p9 _._._. Route:
0;7 (‘)6 b Eoe congestion cost is given priority over the area and delaa-aptimal
e SN R -+~ Route« matches will be chosen for the nodes in the sparsely cordjeste
| . . e
oi 07 | 06 e Rote £ regions, as stated by Fhe follownng proposmon.
If"“_ A T Proposition 4.1:If bins in bounding boxes of all of the nets,
| — corresponding to all of the matches at a node, have congestioes
Terminal 1 T that are smaller than the threshold congestion, then anomtéaal

match will be stored as the best match at that node.
Fig. 6. Computing the congestion cost of a wire probabii@ly as in [12].  This is a direct consequence of the fact that the congestish ¢
for all nets corresponding to all of the matches in such a sasero
bounding box for a two-terminal net is shown in Figure 6. Ih@ns  from Equation (4), and the pseudocode shows that underdéimsio,
16 bins, and the congestion value associated with each Ishoen the area-optimal match is always chosen. The above priposi
in the figure. For the net connecting terminals 1 and 2, sisipt&s important for congestion-aware mapping, since previouskwn
L- and Z-shaped routes are shown for the purpose of illistrat [10] has shown that the traditional way of considering thetco
To compute the congestion cost, if the threshold value ofestion (K, x Area+ K5 x Wirelength) during technology mapping requires
(Cmaa) is set to 1.0, then we consider only the congested bins f@ifferent values of<; in the different regions in the circuit as a single
which congestion value is greater than 1.0, i.e., bins foiclwithe value of K, fails to capture the importance of congestion in different
congestion metric is 1.1 and 1.2. Three routes (route 1, d,8n regions. Choosing a single value &% is equivalent to assuming that
pass through the bin with congestion 1.1, while two routesité 3 the entire circuit is uniformly congested with a single cesiipn
and 5) pass through the bin with congestion 1.2. Assuminghall value. In reality, the congestion in the circuit may vary timmously
routes to be equally possible, the demand (the ratio of nurobe from 0 to 1, or may even be greater than 1, while the routabilit
paths passing through the bin to the total number of pathiydcoks changes in a discrete manner: in case of a bin with congestilore
in the latter bin is%. Similarly, the demand for tracks in the formergreater than 1, at least some nets are detoured or are Uslemwiile
bin is 2. Employing the definition 2.2, congestion contributionleét the routability of all the nets passing through a bin is ueetifd when
net for these bins can be computed by dividing the demand&idy the congestion for the bin is less than 1. Assigning the cstimyecost
number of available tracks\(r,acks). Thus, the congestion cost ofto the nets in the congested bins accounts for this discetere of

the net is given by routability and also allows the mapper to select area-agtimatches
costC . — 1 < ( 2 3 ) 5) in the sparsely congested regions. Bgth of these purposexitical
et = N 6 6 and are served by our algorithm, while previous approac8kd9]

The congestion cost for a match can be calculated from that Qﬁve not addressed these.
its incident nets using Equation 2. A positive cost for thetaha
implies that it may increase the congestion beyond the lbids/alue V. CONGESTION-AWARE DELAY-ORIENTEDMAPPING

in some bln_s, Wh'le a negative (_:OSt implies that 't_ may desea o congestion-aware area-oriented mapping framewodepted
the congestion in some of the bins where congestion excdeds h the previous section can be extended to delay-orienteithtgogy
threshold value. mapping, which typically employs one of the following twasses of
delay models: load- or gain-based. In this section, we farg on
C. Algorithm for Congestion-aware Area-Oriented Mapping delay-oriented mapping based on the former, since an egtebased
on the latter is similar. Technology mapping targeting gelavolves
r?toring piece-wise linear load-delay curvééli, D1), (2, D2),--- },
o%ring the matching phase, whdfeand D; denote load and delay co-
ordinates, respectively, of an end-point of a piece-wisedr segment.
At each node, a set of matches that are delay-optimal foaioddad
ranges are stored on these curves. During the covering phvass
loads are known, delay-optimal matches are chosen fromuhes.

2|n practice, we use probabilistic congestion estimates ¢basider river SIS [17] contains an implementation of a delay-oriented peap
routes as well. based on this scheme, which uses a fanout-based wire-lodélmo

Algorithm 4.1 shows the pseudo-code for choosing the bestima
at a node during the matching phase of the technology mappi
The triplet (Ci, A;, D;) associated with a match/; denotes the
congestion, area, and delay cost associated with the matoh.
algorithm is called for every match at a node during the matgch
phase to decide the best one to be stored at the node. Altitbegh
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ignores wire-delays and therefore, may lead to suboptiemllts. To congestion should be, respectively, penalized or favangatoportion
perform delay-oriented mapping accurately, it is necgswaconsider to the slack available at that node. This can be achieved Hingd
wire-delays during delay computation. the congestion cost of a match weighed by the slack availatbbe

The delay computation, which considers the effects of wiregiven node to the delay because of the match. The congeststriar
involves accounting for wire-loads as well as wire-deldlisis can a match depends on the corresponding cost of fanin and faredsit
be done by modeling the wires using &C' = model. Assume that and nets that are subsumed by the match, as given by Equation 2
a gateg; drives a gatey- through a wirew. Then the delay from the which is reproduced below for the sake of readability
inputs of the gate); to the input ofg, through the wirew is given
by the following equation

D = Dy1 + Dy (6)

C C @]
COStMatch, =3 COStnet.creats(i Y COStnet.subsumed (9)

where,cost$,;.1 i the congestion cost of the matest., ....orea
(costS.; .ubsumea) iS the congestion cost of the nets created (sub-
where Dy1 and D,, are the delays of the gatg and the wirew, sumed) by the match. To penalize the matches that causestmmge
respectively. Employing the Elmore delay mat@3], the gate delay and to favor those that reduce it, a penalty is added to thaydel
Dgy1 is given by due to a match before storing it on load-delay curve. The Ipena
corresponding to the congestion cost of a match is given th
Dg1 = Dinternat + Ra % (Cw + Cy2) Q) followigg equ%tion : ’ i
where D;niernar 1S the internal delay of the gat®, is the effective
resistance of the gat€;,, is the capacitance of the wire, andC)2
is the input capacitance of the gate Similarly, the wire-delayD,, where, k is a user-defined constant arttick,.q. iS the positive

Dpenalty =k x Sla/c}{:node X COSt(I\:/'Iatch (10)

is given by slack available at the given node (or O if the slack is negatiMote
Cu that k = 0 corresponds to conventional delay-oriented technology
Du = Ru x (== + Cg2) (8) mapping. In practicek should be small enough such that it does

not worsen the delay on non-critical paths so much that tleepine
. . L critical. Too small a value of, however, reduces the effectiveness
In general, the resistance (and capacitance) of a wire isctifun . - .

. . . L of the congestion-aware mapper producing results closehjas
of its length and a choice of metal layers. Since the redigtinf ; .

. - . to a conventional mapper from a congestion (as well as delay)

the upper metal layers is smaller because of the higher vadth . . . .

) stand-point. In practice, an effective value /ofcan be obtained by
thickness as compared to lower metal layers, these metatrday . . - . . :

experiments starting with a value @fand increasing to a point where

are used to route the long wires. For the short wires, lowetaime . .
- . o . X the delays due to the congestion-aware mapper start gettmge
layers are utilized, since reliability and resistance & tas along . s
than those due to a conventional one. For all of our expeitsnign

with subsequent conge.stlon does not JUSt.Ify the use of uppetal Section VII-B , we usek = 0.03 obtained by such an empirical
layers. The range of wirelengths and choice of metal layars e - . .
. L . procedure. The slack associated with each node is computed b
determined empirically for a given process technology d24i, and . : ) ) .
this can be used to compute wire-delavs durina technoloayoin the first pass of conventional delay-oriented matching, xgdaged
P Y g PeMS. in the following subsection. The heuristic can be explainsihg

\é\lljerir?;ngl;yg:sggn?aa(/::reemdzIta(l)yi)cr(if:tr: df(r)r:atESir\:\gre loads anqlrsjel?he following example. Figure 4 shows a match of 3-input NAND
' which subsumes wires1, w2, w3, w4, wh, and w6, as shown
in Figure 4(a), while it creates wires1’, w2', w3’, and w6’, as
A. Slack-aware Congestion Cost Penalty Heuristic shown in Figure 4(b); we assume that the match is placed at the
To reduce congestion during delay-optimal technology rivapp center of gravity of its fanins and fanouts, as in case of-areanted
one can choose solutions that leads to a smaller congestisinac Mapping. Figure 4(c) shows the delay computation, wiere D,
the expense of increased gate delay off the critical patigur& ¢ = 1,2,3, are arrival times, including the corresponding wire-
5 shows an example where track requirement can be reduceddsjays, at the inputs of the match, whileare internal delays for the
replacing a complex gate with a set of smaller gates. The|sm&@rresponding pins. The delay of the match is given by thieviahg
gate implementation increases the routing flexibility, patentially —equation
at the expense of in_creased gat(_e delay. To conduct congestiare D = maz(Di+ Dyy +di, Ds + Dy +do,
delay-optimal mapping, congestion-aware choices shoaldtbred
during the matching phase. These choices, however, musifiect Ds + Dyy +ds) (11)
the delay adversely. To achieve this, the matching stageldfi@ve The congestion cost of the match, repeated from Equation @yen
the following properties. by the following equation
1) It should store delay-optimal choices on critical paths. c
2) It should consider congestion-aware choices on noicatit c0stNanas = Cur + Cuz + Cuz + Cuer = (Cun
paths and ensure that these paths will not become crities.on +Cuw2 + Cus + Cuwa + Cus + Cus)  (12)

3) On different non-critical paths, it should weigh cong®$t 1o make the match congestion-aware, a delay penalty piopatt

aware matches differently, i. e., on paths with a large sléck 1, the anove cost is added to the delay. Therefore, the déléyeo
should confer higher priority to matches that reduce COl®®S \atch is now given by

while on paths with a small slack, it should treat congestion o
aware choices with a relatively smaller preference. Deongestion—aware = D + k X slacknode X costygnas (13)

To store congestion-aware choices on non-critical pathth & |t js obvious that matches with a positive congestion cost ar
varied degree of importance, solutions that increase oredse the penalized, while those with a negative cost are favored. dsired,
3More accurate delay models, such as asymptotic waveforraian for matches on non-critical paths with a large slack, thegestion

(AWE) [22], can also be employed while keeping the rest ofalgorithmic ~ COSt is weighed more than that for their counterparts onspaiith
framework intact. small slacks. In sparsely congested regions, where enouagtst

where R, is the resistance of the wire.



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATEDIRCUITS AND SYSTEMS, VOL. 24, NO. 4, APRIL 2005

are available, and on critical paths, no delay penalty iseedand
therefore, delay-optimal matches are still chosen in thases.

B. Algorithm for Congestion-aware Delay-oriented Mapping

Algorithm 5.1 Congestion-aware delay oriented technology mappir}%

Input: N = A subject graph,L = A cell library, PO = A set of
primary outputs;: = A node,o = A primary output
Output: Mapped netlist

1: for V n € N, using libraryL, in topological orderdo

2:  Perform conventional delay-oriented matching

3: end for

4: Compute delayo € PO due to conventional matching

5. Compute slack/o € PO

6: for V n € N, in reverse topological ordeto

7 Slacky < minimum{Slack fonout(n) ¥ fanout(n)}

8: end for

9: for YV n € N, using libray L, in topological ordedo

10: Perform congestion-aware matching using Algorithm 5.2

11: end for

12: for V n € N, in reverse topological ordefo

13:  Perform covering with choices stored during congestionraw
matching stage

14: end for

considering the corresponding costs of subsumed and dreates,
and an appropriate penalty employing Equation 10 is addettieo
delay of the match if the available slack at nod&dck,) is greater
than certain minimum thresholdS{ackminimum). For all of our
experiments in Section VII-BSlackminimum iS chosen to be 25
, which is a fanout-of-4 delay of a typical inverter in thierdry
used there. The load-delay curve is then updated to storendteh
if it is optimal for some range of loads.

VI. COMPLEXITY, LIMITATIONS, AND EXTENSIONS TO THE
ALGORITHMS

The asymptotic time complexity of our congestion-awarehtec
nology mapping algorithms is almost unchanged from that of a
conventional technology mapping. The congestion cost cation
of amatch take®(|Netsaraten| X Npins), Where|Netsaraten| IS
the number of nets associated with a match angd, s is the number
of bins over entire layoutNgi,s iS a constant for a given layout,
although it may be large as compared to other constants sgashy
O(). Therefore, congestion cost computation tak¥$N et sarqtch])
time, which is same as that of structural matching employethé
mapper [17]. Our delay oriented mapper involves two rounfls o
matching, which asymptotically does not change the contioutzl
complexity, but affects the run-time in practice margipalis seen
from the experimental results.

Since this technology mapping procedure is applied to thees

Algorithm 5.2 Congestion-aware matching: compute load-delalyires after the initial subject graph generation and themgosition

curve for a node
Input: n = A node, M = A set of matches at the node
Output: Load-delay curve forn

1. for me M do

2. for i+ 1,---,|inputsm| do

3: D<—maaz(Di+Dwi+di)

4:  end for

5. if Slack, > Slackminimum then

6: CostS, + ComputeCongestionCostOfMateh)
7: D« D+ k x Slack, x CostS,

8: end if

9: UpdateLoadDelayCurve( m, D)

10: end for

Algorithm 5.1 shows pseudo-code for the proposed techgolo

mapping algorithm, which involves two matching phases gmsegd
to one in conventional mapping. The first matching phasernsesas
that of conventional matching and stores load-delay cuwigisout
considering any congestion effects. At the end of this phdskys
at the primary outputs are computed using solutions storebozse
nodes followed by slack estimation, where slack is definedhas
difference between required and actual arrival times. Oslaeks
are computed for all outputs, they are propagated towargstsn
employing reverse topological traversal. The reversestisat ensures
that slacks are assigned to all fan-outs of a given node ddfur
assignment of the slack, which is the minimum among slackasllof
the fan-outs, to that node. The second round of matchingctwisi
congestion-aware, utilizes the slack and congestion ofstmation
to assign a penalty to the matches, as shown in Algorithmvithile
the covering phase proceeds in a traditional manner to ehmasches
that are optimal for given loads.

Algorithm 5.2 shows the pseudo-code for computation of tiael4
delay curve at a node. For each matehfrom the setM, the delay,
D, is computed considering the arrival times of the inplis wire-

of DAG's into trees, the algorithm does not have any contnaro
high fanout nets, or over the fanout nets created due to es@hthe
rooté of the trees. The congestion due to these high fanout nets is
controlled by the structure of initial network and fanoutiopzation.

The effectiveness of the congestion-aware mapper propbsee

is influenced by the scripts used for technology independgrit
mization, technology decomposition, and fanout optinizatafter
technology mapping.

Pre-routed blockages in the design can be incorporatedomto
congestion cost by reducing the appropriate number of sratkhe
corresponding bins. Most placers are adequate at handiogdges.
Therefore, subject graph nodes or mapped cells are notdlisce
blocked areas. While long wires may require repeaters tlenat
visible in the subject graph, observe that these buffersad@imange
g1e congestion cost.

In the current implementation, we do not update the congesti
map dynamically during technology mapping. However, tipslate
can be carried out during the covering phase, thus allowingpee
accurate selection of the best match stored at a node. Irotasea-
oriented mapping, multiple congestion-aware choices neagtbred
during the matching phase in addition to the area-optimal, dm
order to enable the selection of a good congestion-awarngi@ol
with the updated congestion map available during covering.

The strong correlation between the congestion maps of the
mapped and mapped netlists suggests that the underlyingrpéants
are also correlated. Therefore, placement of the unmappdistn
can provide regioning directives that can not only help dpep
the subsequent placement of the mapped netlist, but alse mhak
eventual placement (and therefore, the wire loads) mordigieble.

un

VII.

The experimental flow used in our experiments is compared wit
a typical modern conventional mapping and layout flow in Fegu.
Although early conventional flows did not involve a subjecagh

E XPERIMENTAL RESULTS

delay D.;, and internal delayd;, of the gate corresponding to the

match. The congestion cost of the matctyst$,, is then computed

4All of the nodes in the tree have a fanout of 1 except for the.roo
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Fig. 7. Design flows for (a) conventional and (b) congestarare mapping.

placement step, most design flows today incorporate thergigme respectively, while Columns 6 and 7 show the maximum andaaper
of some placement information prior to or during mapping idev  congestion, respectively. For small benchmarks such a§% 13432,

to make wire loads more realistic (see, for example, [25Dus]

the subject graph placement step in our proposed flow no fonge

constitutes as much of an overhead as it would have done in the
past.

The probabilistic congestion estimation algorithm fron2][lnd
the congestion-aware technology mapping algorithms ptedein
sections IV and V were implemented in C/C++ and incorporated
SIS [17]. The subject graphs were created by runrsagpt.rugged
followed bytechdecomp -0 2n SIS [17]. For area-oriented technol-

TABLE I
COMPARISON OF CONVENTIONAL AREAORIENTED MAPPING WITH
CONGESTIONAWARE AREA-ORIENTED MAPPING PLACEMENT AND
ROUTING IS PERFORMED USINGKRAFTWERK AND A PROPRIETARY
ROUTER, RESPECTIVELY FOR A90NM TECHNOLOGY. COLUMNS WITH
LABEL ‘RU’ AND ‘CB’ DENOTE THE AVERAGE ROW UTILIZATION AND
THE NUMBER OF CONGESTED BINS IN A CIRCUITRESPECTIVELY

ogy mapping, we present a set of experimental results ataising Circult | Area 'E/U Overflow | CB . _00”992“0”
_di ; . um- ( # aximu wverage

_a force_ directed qua_ldratlc placer, _Kraftwerk [1(_5], and appietary STIEE 2380 68779270 170 1137090357045
industrial router, while for delay-oriented mapping, wewstresults C1908 | 2457 68778 070 0/0 |0.87090.3470.4b
generated employing a recursive bipartitioning placer cC&p5] C432 | 1728 66/69 1/0 1/0 |1.1/0.90.35/0.3}
. : . C499 | 2618 64773 070 0/0 |09/1.00.3470.4p
and a globall router [26]. For congestlon-avyare mapping, khesti =288 (602061643278 2077137 L3040 T 050
graph was first created. It was placed using Kraftwerk foraare C7552 | 176331617/ 61 655/ 461 2587/ 1981.37/ 1.310.657 0.60
oriented mapping, while Capo was employed for the placenrent C880 | 2534 [71/83 471 271 [137120.4270.48
A ; ; ; IDC | 6919 [63/7Q 83710 | 32/6 | 1.3/1.200.5370.6p
case of delay-oriented mapping. The congestion map forubhgest Average 65774 97 T61 |39 7 25[Li6 Lol 43 70.4B

graph was then generated and used in our congestion-awagema
After area-oriented technology mapping, the circuits wplaced
employing Kraftwerk followed by global routing using a praggary and C880, a small number of bins is congested in the conveilyo
industrial router. For delay-oriented mapping, Capo andiadbai mapped netlists while none of the bins is congested in thgesiion-
router [26] were employed, respectively, for placement emding. aware mapped netlists. C499 and C1908 show zero routing trac
In all of our experiments, a bin-size @f8 x 4.8 pm? was used. overflows, while other small benchmarks have only a few cetege
We present the results due to area-oriented mapping falldwethe bins, indicating that routing congestion is not an impadrtasue

same for delay-oriented mapping. for designs up to a few hundred cells. As the design size grows
beyond a thousand cells, routing congestion starts begpanaritical
A. Results due to Area-oriented Mapping problem, as indicated by increased track overflows for berchks

Table Il shows the post-routing results obtained using ths'eUCh as IDC, C6288, and C7552. In these cases, the congastive

Kraftwerk placer and proprietary router for conventiogiaihapped mapped netlists have been able to reduce the track overfip8g%,

0, 0, i i
and congestion-aware netlists. Technology mapping isopegd em- giojo Zgg/zif dvvzkglé/e t?gsmg;pz Of;ggggsgﬁdtﬁ;ni:raezggi,;b&s:d
ploying a proprietary industrial cell library used in higlerformance o N > pectively. . ge/

microprocessor designs. Our experiments employ a 90 nm congestion for all of the benchmarks, accompanied by a tentuc

. in the number of congested bins and the number of track ovesflo
and allow the router to use 4 metal Iay%rmetal 1 with no preferred that i ing tends t the locs
direction, metals 2 and 4 for the horizontal direction, anetah3 we see thal congestion-aware mapping tends to map the 10¢s s

for the vertical direction. The entries of the form ‘a / b’ ihet to distribute the congegtion from Qensely conggsted regtqnthe
Columns 3 through 7 mean that ‘a’ (‘b’) corresponds to cmtweﬁq‘p"’“sEIy congestgd regions. The |mprovemlent.|n congesbares
tionally (congestion-aware) mapped netlist. The blockaasaown at the.r.;ost. of an Increase in gate-area, .Wh'Ch IS reflegtedgineh
in Column 2 is used for both of these netlists for the bencksar ™" utilization in the case of the congestion-aware nefbstall the
shown in Column 1. Since the same block area is used for beth ﬁ)qenchmarks.

netlists, there is no block area penalty. Columns 3, 4, arttb® she ) )

average row utilization, the total track overflow over at thins after B- Results due to Delay-oriented Mapping

global routing, and the number of bins with congestion mhent1.0, Table Il show post-routing results for delay-oriented mapping

5While 90 d sub " tions h nof obtained using the recursive bisectioning based placeo ¢ and
ile 90 nm and subsequent process generations have a langgen o - -
metal layers, the upper layers are usually reserved foragjlsignals, clock a global router that can optimize both congestion and dez#}. [

and power distributions, leaving block synthesis to ogetathe lower layers T€chnology mapping was performed employing lib2.genlitodry in
[271. SIS [17]. Up to 4 different strengths were added for eachioethe
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TABLE IlI

COMPARISON OF CONVENTIONAL DELA¥ORIENTED MAPPING AND

CONGESTIONAWARE DELAY-ORIENTED MAPPING PLACEMENT AND
ROUTING IS PERFORMED EMPLOYING A PUBLICLY AVAILABLE PLACER

CAPO[15] AND A ROUTER[26], RESPECTIVELY FOR100NM
TECHNOLOGY[28]. COLUMNS WITH LABELS ‘RU’ AND ‘MC’ DENOTE
THE AVERAGE ROW UTILIZATION AND THE MAXIMUM ROUTING
CONGESTION IN A CIRCUIT, RESPECTIVELY

Example Area RU Delay MC Overflow
2 % ps

b14 57600 | 75/75 | 2919/2839| 2.60/2.20 | 1703/ 1625

b15 80202 | 75/77 | 2830/2821| 3.40/2.60| 5171/ 4440

b20 129600 | 70/70 | 3377/3294] 4.10/3.20| 8667 / 6871
C1355 3439 80 /82 789 /774 | 1.70 /150 2277173
C1908 3616 80 /80 | 1059/1065| 1.70/1.10 323/87

C432 1962 80 /80 854 /840 | 1.40/1.40 66 / 54

C499 3550 80/ 80 823 /791 1.60/1.20] 262/188
C6288 21379 | 80/80 | 4771/4682| 1.70/1.40| 515/ 474
C7552 22350 | 75/75 | 1497 /1255 2.40/1.80 | 1383/ 743

C880 3944 80 /83 890 / 867 1.70/1.40] 378/270
Average 78779 | 1980/1922| 2.2271.78| 1869 / 1492

library, which was then characterized for 100 nm technol{28j.
Column 1 in the table shows a benchmark circuit, while Colunn

shows the block area. Columns 3, 4, 5, and 6 show the average r

utilization percentage, the circuit delay in ps, the maximeonges-
tion, and the total overflow, respectively. The entries & thrm ‘a
/ b’ in these columns have the same meaning as before. Camyest
aware netlists tend to have, on the average, slightly layges-area,
which is reflected in overall 1% increase in the average ralzation
percentage. The delays in congestion-aware netlists, ®aarage,
are smaller as compared to the corresponding conventiatigts in
most cases because of the application of congestion-awade only
on non-critical paths. Track overflows and maximum congestiave
improved consistently for all the benchmarks due to congestware
mapping; the average improvement over conventional mapfsn
20% and 19%, respectively. Results on large benchmarkitsrauch
as b14, b15, and b20, from ITC99 benchmark suite [29] shovilaim
improvements. This shows that our heuristic is effectivaliaviating
the routing congestion without penalizing the delay valltsvever,
there is a limitation: in case of benchmarks such as C6288andd
where the number of nodes on non-critical paths is small usera
of their cone-like structure, the congestion-aware majppsrlimited
flexibility, and this is reflected in relatively smaller ingyements in
track overflows. In case of circuits with a relatively largenmber of
nodes on non-critical paths, such as C7552, congestioneawapper
has not only improved track overflows by 46% but also the dblay
16%.

TABLE IV
CONGESTION-AWARE MAPPING RESULTS OBTAINED WITH DIFFERENT
THRESHOLDS COLUMNS WITH LABELS'RU’ AND ‘MC’ DENOTE THE
AVERAGE ROW UTILIZATION AND THE MAXIMUM ROUTING CONGESTION
IN A CIRCUIT, RESPECTIVELY

Benchmark | ', 02 RU (%) | Delay (ps) | MC Overflow
C1908 0.9 80 1030 1.10 75
C1908 1.0 80 1065 1.10 87
C1908 1.1 80 1055 1.10 88
C7552 0.9 75 1297 2.10 1090
C7552 1.0 75 1255 1.80 743
C7552 1.1 75 1307 2.20 1120

Table IV shows the effect of varying threshold congestioh,{..)
on congestion-aware mapping. It can be seen that overfltay/de
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results are somewhat insensitive to threshold congestiorase of
C1908, while they have a somewhat larger variation for C75b2
are still better than conventional mapping. Table V showsrapgar-

TABLE V
COMPARISON OF RUNTIMES FOR CONVENTIONAL DELAY-ORIENTED
MAPPING AND CONGESTIONAWARE DELAY-ORIENTED MAPPING
PLACEMENT AND ROUTING IS PERFORMED EMPLOYING A PUBLICLY
AVAILABLE PLACER CAPO[15] AND A ROUTER [26], RESPECTIVELY, FOR
100NM TECHNOLOGY [28]. MAPPING AND PLACEMENT IS PERFORMED
ON SUN ULTRA SPARC™ 60 MACHINE WITH 400MHz CLOCK SPEEDQ
WHILE ROUTING IS CARRIED OUT ONINTEL PENTIUM PRO™
PROCESSORBASED MACHINE WITH 3.2GHz CLOCK SPEED IN THE
TABLE, ‘SG’ REFERS TO THE SUBJECT GRAPH FOR A PARTICULAR

CIRCUIT.
Example | SG placement|] Mapping Placement Routing
Run-time (s) | Runtime (s) | Runtime (s) Runtime (s)
bl4 721 297 348 193 /185 | 258.14/266.21
b15 967 486 / 584 248 [ 294 283.70 / 295.00
b20 1483 885/ 1026 407 | 412 717.04 / 718.83
C1355 50 11713 15715 1.4771.59
C1908 47 12714 14714 1.68/71.70
C432 26 778 8/8 1.1571.05
C499 44 11712 14715 2.0572.00
C6288 277 88 /117 86 /99 90.60 / 86.48
C7552 324 190 / 203 85/ 106 111.28 7 120.77
C880 52 12717 17716 2.81/2.07
Average 199 /234 108 /117 146.99 / 149.57

ison of run-times in seconds for conventional and congestigare
mapping based flows. The mapping and placement is performed
on Sun Ultra Sparc 60 machine with 400MHz clock speed, while
routing is carried out on Intel Pentium Pro machine with 32G
clock speed. The run-time of congestion-aware mappingightsy
worse than conventional mapping, as expected, becausee divth
rounds of matching and congestion cost computation; it % latger
than its conventional counterpart, on an average. It canbseroed
that placement of subject graph requires substantial ime;tbut is
required for both conventional and congestion-aware nmapgiFor
conventional mapping, it is employed to compute wire-loaasi
wire-delays based on locations of the subject graph nodstgad of
using the relatively inaccurate fanout-based wireload ehodhich
often ignores wire-delays).

C. Wirelength and Detour Distributions

For large benchmarks, the wiring distributions obtainederaf
global routing showed significant improvements as a resulbus
congestion-aware area-oriented technology mapping fldve im-
provement in the wiring distribution is best exemplified byeduction
in the incidence of detours on the routes, where we definedtwud
of a route as the difference between its actual length antbthksize
of its minimum spanning tree (MSY. These results are summarized
in Table VI, and are further explained using histograms asattsr
plots of netlengths and detours for benchmark circuit IDE tHe
table, entries of the form ‘a / b’ have the same meaning asrbefo
Figure 8 shows a plot of the number of nets vs. their detouttfer
benchmark IDC. Similar wire distribution plots that are aihed for
benchmarks C6288 and C7552 can be found in [18]. In the figlee,
log-scale Y-axis shows the number of nets, while the X-akisns
the detour, inum, for all the nets on a linear scale. The height of a

6Because of the canonicity of MST’s, MST estimates are usembtopute
the detours even though they tend to be overestimates asacedhpo
minimum Steiner estimates.
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TABLE VI
SUMMARY OF TOTAL WIRELENGTH AND DETOUR AFTER GLOBAL AND
DETAILED ROUTING FOR CONGESTIONAWARE AREA-ORIENTED
TECHNOLOGY MAPPING PLACEMENT AND ROUTING IS PERFORMED
USING KRAFTWERK AND A PROPRIETARY ROUTERRESPECTIVELY FOR A
90NM TECHNOLOGY.

increases, the cumulative wirelength for the conventignalapped
netlist dominates its counterpart for congestion-awargishesince
there are more long wires with larger detours in the conveali

Examplé  Global routing

Detailed routing

Detailed routing

Total wirelength (m

Total wirelength (tm

Detour length (m

IDC 25278 | 24320 27360 / 26940 5747 | 4809
C7552| 58717 / 57464 62412 / 60862 9922 / 5965
C6288| 53155 /50944 58361 / 55236 7816 / 7016

netlist than in the congestion-aware netlist. Thus, caigyesware
mapping tends to reduce large detours by increasing the ewumb
of short wires and allowing more wires to have smaller detoiir
also improves the total wirelength, although marginalfysaen from

Table VI. Furthermore, the reduction in the detours of theesrunder
congestion-aware mapping also improves the predictatifittheir

length, delay, load, and repeater requirements during mgpgnd
brown (purple) bdrin the figure represents the number of nets in thelacement.

conventional (congestion-aware) netlist for a given deta@nge. It

can be observed that for shorter detour ranges, the numbretsfn

the congestion-aware netlist dominates their conventtiomanterpart,
while as the detour length increases, the number of nets fham
conventional netlist dominates that in the congestionrawsetlist.

Although the total number of wires increases in the congastiware
case, most of this increase occurs at short wire lengthgrabe seen
from the figure.

Figure 9 shows a plot of netlength vs. detour length for the
nets whose length is greater than 108 in congestion-aware and
conventionally mapped netlist for IDC. These are the nets #re
usually responsible for the routing problems. In the figuitee
symbols ‘+’ and %’ indicate the actual length, ium, of a net 2)
belonging to the corresponding detour rangeym, specified on the
X-axis, for the congestion-aware and conventionally mappetlist,
respectively. Thus, for instance, a™ corresponding to 23Qum on
the Y-axis and in the column for 50m on the X-axis implies that ~ 3)
there is a net of length 230m whose detour length lies between
47.5 to 52.5um in the conventional netlist. One can observe that the
congestion-aware technology mapping not only tends tocedbe
length of the long wires, but also tends to route them withlEma
detours, and hence, makes them more predictable prior totiieg.

For small detour ranges, the cumulative wirelength in thegestion-
aware mapped netlist dominates the corresponding wirtlanghe
conventionally mapped netlist as implied by Figure 8. Thisnot

only bgcause more wires tend to have ;hort detours, but also d In this paper, we have proposed technology mapping algositior
to an increase in the number of short wires. As the detourtﬂenga”eviaﬂng the routing congestion. These algorithms eyl predic-
tive congestion map based on the premapped netlists. Usipgieal
data, we have shown that there exists a strong correlatibmebea

D. Summary of Experimental Deductions

The following conclusions may be drawn from the experimienta
results.

1) The congestion-aware algorithms for area and delayymie
technology mapping show consistent improvements in track
overflows over conventional mapping methods. The improve-
ment is significant: 37% in the case of area-oriented mapping
and 20% in the case of delay-oriented mapping while preserv-
ing or improving delay. These results indicate that tecbgyl
mapping is indeed effective in handling routing congestion
The consistency in the results also indicate that our isiges

are effective. More importantly, it justifies the use of cestijon
map prediction employing premapped netlists to guide the
mapping process.

As compared to conventionally mapped netlists, congesti
aware netlists tend to have better wirelength distributigp-
ically, the length of the longest wire is reduced, the number
of nets with long detours (which are usually hard to model
accurately during mapping) is smaller, the total wirelénigt
slightly smaller, and there is an increase in the number oftsh
wires.

VIIl. CONCLUSION

7In grayscale print, brown and purple bars are dark-colored kight-
colored bars, respectively.
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the predictive congestion map based on a premapped netlistha
congestion map of the corresponding mapped netlist. Thisreral
evidence is utilized to justify the use of predictive congesmaps to
guide the technology mapping algorithms. These algoritemploy
congestion cost functions such that in sparsely congestgibrs,
area- or delay-optimal matches are always chosen and hémee,
corresponding penalty is minimized. Experimental resiiis to these
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TABLE VII
CONGESTION COMPARISON FOR THE NETLISTS BEFORE AND AFTER
TECHNOLOGY MAPPING ALL THE NETLISTS ARE PLACED USINGCAPO
[15]. FOR NETLISTS OF CIRCUITS FROMSCAS’85AND MCNC'91
SUITE, OBTAINED USING DIFFERENT SCRIPTS AND MAPPING OPTIONS

THIS TABLE SHOWS CONGESTION CORRELATION BETWEEN MAPPED AND

CORRESPONDING PREMAPPED NETLISTS HE SYMBOLSH AND V
CORRESPOND TO HORIZONTAL AND VERTICAL CONGESTION IN THE

algorithms show, on the average, improvements of 37% and iB0%
track overflows, respectively, for area and delay-orienteppings,
over conventional methods with marginal gate-area and/gedaalty.
Moreover, congestion-aware netlists tend to have betteelevigth
distributions as compared to their conventional countéspa

IX. APPENDIX

Table VII shows congestion correlation for a set of ISCAS:H
MCNC’'91 benchmarks. Column 1 shows the name of the circuit,
while columns 2 and 3 show the scripts with mapping objective
and the number of cells in the mapped netlists, respectivighe
lib2.genlib library in SIS [17], which is characterized f&00 nm
[28] technology, is employed for technology mapping thagéss
area and delay minimization followed by fanout optimizatid@he
library contains up to four instances of different sizes dach cell
in the library. The fanout optimization of the mapped né&dlisvhich
possibly restructures the network, may affect the globaheativity
adversely. The circuits are placed using Capo [15]. Colusmasd 5
in the table show the statistical correlation, respeagj\fer horizontal
and vertical congestion between the congestion in prenthppe
mapped netlist. The maximum and average congestion forethes
netlists can be found in [18]. It can be observed that a strong
congestion correlation exists between premapped and rdapgiést
in spite of the fanout optimization.
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