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Abstract—Due to increased variability trends in nanoscale (PDFs) that capture the mean as well as the spread of the
integrated circuits, statistical circuit analysis and optmization  delay in manufactured parts. Many techniques aimed at devel
has become essential. While statistical timing analysis Baan ,ning accurate and efficient SSTA algorithms, such as [2]-[8
important role to play in this process, it is equally important have been developed, among which parameterized blockdbase
to develop die-specific delay prediction techniques usinggst- ! ) . :
silicon measurements. We present a novel method for post- SSTA methods [2]-[6] have distinguished themselves byyeasi
silicon delay analysis. We gather data from a small number taking into consideration the spatial and structural datiens
of on-chip test structures, and combine this information wth  of the parameter variations in the circuit to be analyzede Th
presilicon statistical timing analysis to obtain narrow, de-specific, ¢3mnytational efficiency of these methods is made practical
timing probability density function (PDF). Experimental r esults . . .
show that for the benchmark suite being considered, taking & through a preprocessing s_tep_, proposed in [2], [3]’_ which
parameter variations into consideration, our approach canobtain has shown that Gaussian-distributed correlated varistoam
a PDF whose standard deviation is 79.0% smaller, on average, be orthogonalized using principal component analysis (PCA
than the statistical timing analysis result. The accuracy bthe Much of the work in this area assumes that all parameter
method defined by our metric is 99.6% compared to Monte-Carlo  ariations are Gaussian and that a linear delay model astain
simulation. The apprqach is scalable to smaller test structre by Tavl ion f h circuit ti fficient
overheads and can still produce acceptable results. y faylor expansion for each circuit component IS sutficien

to capture the impact of the variations. More recently, non-
Gaussian parameter variations as well as nonlinear delay
. INTRODUCTION models have been addressed in, for example, [5], [6], [9].

Feature sizes in VLSI design have been shrinking for severalWith the aid of SSTA tools, designers can optimize a circuit
decades, and are currently in the tens of nanometers. In théfore it is fabricated, in the expectation that it will mées
regime, process variations play a critical role in deteingn delay and power requirements after being manufactured. In
circuit performance, and it is widely accepted that they tmusther words, SSTA is a presilicon analysis technique used
be taken into consideration during the design process iarordo determine the range of performance (delay or power)
to ensure that a manufactured circuit meets its specifitatiovariations over a large population of dies. A complementary
Generally speaking, process variations can be classifiedrale, after the chip is manufactured, is played by postaili
inter-die variations and intra-die variations. Inter-dégiations diagnosis, which is typically directed toward determining
are fluctuations in process parameters from chip to chiplewhthe performance of an individual fabricated chip based on
intra-die variations are the variations among differeatrgénts measurements on that specific chip. This procedure provides
within a single die. Some, but not all, intra-die variationay particular information that can be used to perform postesil
show the property of spatial correlation, which impliestitee optimizations to make a fabricated part meet its specibioati
process parameters associated with transistors or wiaéstlé Because presilicon analysis has to be generally applidable
close to each other are more likely to vary in a similar waynthahe entire population of manufactured chips, the staiktic
those of transistors or wires that are far away from eachrothanalysis that it provides shows a relatively large standard
The variation in the effective channel lengthand transistor deviation for the delay. On the other hand, post-silicorcpro
width W are observed to show a spatial correlation structurgures, which are tailored to individual chips, can be exgeéct
while the dopant concentratioV4 and the oxide thicknessto provide more specific information. Since tester time is
T, are generally considered not to be spatially correlated.generally prohibitively expensive, it is necessary to dethe

These variations pose great challenges to analyzing tiaximum possible information through the fewest postaiii
timing behavior of a circuit, as traditional corner-baségtis measurements.
timing analysis (STA) may be overly pessimistic [1]. To over In the past, the interaction between presilicon analysts an
come this problem, statistical static timing analysis (85Tas post-silicon measurements has been addressed in sevgml wa
been proposed as an alternative that replaces the detstiminin [10], post-silicon measurements are used to learn a more
delay values from STA with probability density functionsaccurate spatial correlation model, which is fed back to the

) . ) analysis stage to refine the statistical timing analysimé&a
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The method that we present in this paper differs from these RO

in terms of its goals. Our approach forms a framework for post

silicon statistical delay prediction: the role of this stejgeated

between presilicon SSTA and post-silicon full chip testiig

combine the results of presilicon SSTA for the circuit with

the result of a small number of post-silicon measurements Bg. 2. An example of a test structure: A three-stage ringllagur.
an individual manufactured die to estimate the delay of that
particular die.

Given theoriginal circuit whose delay is to be estimated,
the primary idea is to determine information from specifie on
chip test structureso narrow the range of the performance
distribution substantially; for purposes of illustratjome will 0.025!
consider delay to be the performance metric in this work.
In particular, we gather information from a small set of [ 0.02f
test structures such as ring oscillators (ROs), distributeer
the area of the chip, to capture the variations of spatially ~ 0-015|
correlated parameters over the die. The physical sizeseof th
test structures are small enough that it is safe to assume
that they can be incorporated into the circuit using resrve 0.005!
space that may be left for buffer insertion, decap insestion
etc. without significantly perturbing the layout. To illeeste
the idea, we show a die in Figure 1, whose area is gridded
into spatial correlation regiohsFigure 1(a) and 1(b) show
two cases where test structures are inserted on the die: te3. Reduced-variance PDFs, obtained from statistietsydprediction,
two differ only in the number and the locations of these tegging data gathered from the test structures in Figure 1.
structures. Figure 2 shows a sample test structure corgisti
of a 3-stage RO; however, in practice, the number of stages in
this structure may be larger, and these trade-offs are mqblowhen 10 ROs are used. In other words, as the number of test
in Section VI. The data gathered from the test structures $tructures is increased, more information can be derivedtab
Figures 1(a) and 1(b) are used in this paper to determine/&fiations on the die, and its delay PDF can be predicted with
new PDF for the delay of the original circuit, conditioned ogreater confidence: the standard deviation of the PDF from
this data. This PDF has a significantly smaller variance th&STA is always an upper bound on the standard deviation of
that obtained from SSTA, as is illustrated in Figure 3; dethi this new delay PDF. In other words, by using more or fewer
experimental results are available in Section VII. test structures, the approachsisalablein terms of statistical

confidence.
The focus of our approach is on post-silicon delay analysis,
. . . but we will outline a use case scenario for this analysis & th
realm of post-silicon tuning. Adaptive Body Bias (ABB) [14]
- [16] is a post-silicon method that determines the apprégria
. . . level of body bias to be applied to a die to influence its
performance characteristics. ABB is typically a coarsairgrd
.- " optimization, both in terms of the granularity at which indae
=« =RO = =RO applied (typically on a per-well basis) as well as in termghef
granularity of the voltage levels that may be applied (taphic
(a) (b) the separation between ABB levels is 50 to 100 mV). Current
ABB techniques use a critical path replica to predict thexgel
Fig. 1. Two different placements of test structures under gtid spatial of the fabricated chip, and use this to feed a phase detector
correlation model. and a counter, whose output is then used to generate the

requisite body bias value. Such an approach assumes that one

The plots in Figure 3 may be interpreted as follows. Wheg}itica| path on a chip is an adequate reflection of on-chip
no test structures are used and no post-silicon measuremeQiiations. In general, there will be multiple potentiaitical
are performed, the PDF of the original circuit is the same,ihs even within a single combinational block, and thet wi
as that computed by SSTA. When 5 ROs are used, a ighfef 5 |arge number of combinational blocks in a within-die

spread is seen for the PDF, and the mean shifts towards {giqn choosing a single critical path as representafialo
actual frequency for the die. This spread becomes tighiler sf¢ yhese variations is impractical and inaccurate. In @sitr

1 A ) o ) i our approach implicitly considers the effects of all pathsi
For simplicity, we will assume in this example that the sglatorrelation

regions for all parameters are the same, although the ideglids albeit with circuit (WithOUt enumerating th_em* of Course)' and proside
an uglier picture, if this is not the case. PDF that concretely takes spatially correlated and untziee
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parameters into account to narrow the variance of the sammample of the underlying process parameters, which results
and has no preconceived notions, prior to fabrication, asito a specific value ofd and of d;. After manufacturing,
which path will be critical. The @ or 60 point of this PDF measurements are performed on the test structures to de-
may be used to determine the correct body bias value thetmine the sample ofl;, which we call theresult vector
compensates for process variations. Temperature var&tiel, = [dm dro - dT_,n]T. This corresponds to a small
may be compensated for separately using temperature senst of measurements that can be performed rapidly. The
for example, as in [17]. objective of our work is to develop techniques that permit
The remainder of this paper is organized as follows. Sectigiiese measurements to be used to predict the corresponding
Il abstracts the physical problem as a mathematical altistrac sample ofd on the same die. In other words, we define the
Next, Sections Il through V introduce our approach in detaproblem of post-silicon statistical delay prediction aglfimy
and outline its limitations. Section VI then discusses th@e conditional PDF given by (d|d; = d,.).
impact of changing the number of stages in the RO testin the ideal case, given enough test structures, we can
structures on the quality of the results. Experimental ltesuestimate the delay of the original circuit with very little
are shown in Section VII, followed by concluding remarks ivariance by measuring these test structures. Howevetjgahc

Section VIII. constraints limit the overhead of the added test structisuesh
as area, power, and test time) so that the number of these
[l. BACKGROUND AND PROBLEM FORMULATION structures cannot be arbitrarily large. Moreover, as dtate
A. Spatial Correlations Section II-A, our method is made possible by spatial cofrela

Spatial correlations of parameter variations were comsile tions of parameter variations at different locations. Heeve

as a challenge in SSTA until the arrival of parameterizéa_e var|at|_ons In some parametgrs, SUCHT?&S and Ny, are
methods. We use the grid-based spatial correlation motiiei [2 widely believed to show no spatial correlation structuralat
this paper. Under this model, we assume that variationseof t-ﬁeSt structures are inherently not capable of capturingsaoi

ﬁ?riations in the original circuit (beyond the overall &tts

same process parameter inside each grid are fully cordglat iiabl he SSTA ine): th
variations of the same process parameter between grids 3t are availa e.to the engine): t ese parameters can
vary from one device to the next, and thus, variations in¢isé t

are physically close to each other are more correlated than' Y ! _ o . -
the case for grids that are far away. circuit are totally independent of any variations in thegoral

From the post-silicon analysis perspective, these spat?érlcu't' but even under these limitations, any method that

correlations may be exploited to generate information thas an narrow down the variational range .Of the original _cnrcw
rough a few test measurements is of immense practical use.

on a limited number of test structures. More specifically, We devel hod th bustl tor the af
the parameter variations for the test structures in a chap ar € develop a method that robustly accounts for the afore-

correlated with those of the gates near them. For the Specmgntioned Iimit_at_ions l_)y p_rovi_din_g a C_or_1ditional PDF of the
case where only inter-die variations are seen, and no intpaﬁlay of the original circuit with msgﬁgent number of tes
die variations exist (a special case of spatial correlafiothe Structures and/or purely random variations. In the casenwhe
parameters of a test structure anywhere on a chip are iddantf@e original C|rc_u!t delay can actu_ally be compl_Jted as a fixed
to those of the original circuit to be tested. The presence Yﬂlue' the conditional PDF is an impulse function with mean

intra-die variations creates some challenges: the pasamet equal tq the delay of the originz_sil circuit and zero variance.
the test structure may now be correlated with, but not ideiti The variance becomes larger with fewer test structures, and

to, those in the original circuit. In such a case, the parame??oxvs a.grace.full degradat||.ond|nf this regi\rd. (;Ne include "ﬁ”
variation of a test structure cannot reveal information fd¥ (N€Se In a single generalized framework and automayica

all the parameters of the original circuit, but can revedfk® €ach case into consideration.

some characteristics for the devices nearby. Therefore, ou

proposed post-silicon statistical delay prediction apphouses [Il. STATISTICAL DELAY PREDICTION
a number of test structures, placed at different locatioms @ The SSTA Framework

chip, to provide diverse test data. The presence of uncuec! SSTA provides a PDF of the delay distribution of the circuit,

variations creates further challenges, which are examined o o
this paper. rather than predicting a specific delay value at a proceseecor
as is the case for STA methods. The parameterized approach to
_ SSTA propagates a canonical form of the delay PDF, typically
B. Problem Formulation including the nominal value, a set of normalized underly-
We assume that the circuit undergoes SSTA prior to maing independent sources of variation (for spatially cated
ufacturing, and that the random variable that represerds Wariations, these should be the principal components (PCs)
maximum delay of the original circuit ig. Further, if the [2], computed by applying PCA to the underlying covariance
number of test structures placed on the chip,isve define a matrix of the correlated variations; uncorrelated vagiasi are
delay vectord; = [dt,l dio - dt_,n]T for the test struc- typically captured by a single independent random varjable
tures, wherel, ; is the random variable (over all manufactured In this work, we assume that the process parameters, which
chips) corresponding to the delay of thi& test structure. affect both the original circuit and test structures, are<a&n-
For a particular fabricated die, the delay of the originalistributed. Then PCs affect the statistical distribution of both
circuit and the test structures correspond, respectitelgne the original circuit and the test structures on the same, chip



and the canonical form for the delay is represented as:  can be ignored, i.el2 = 0 and Ry = 0. We will relax this
m assumption later in Section V, and introduce the extensfon o
d=p+ Z aipi+R=pu+a’p+R, (1) the method to include those parameters.
i=1 The variance of the Gaussian variabl@and the covariance

whered is defined in Section II-B, ang is the mean of the matrix of the multivariate normal variabld; can be conve-

delay distribution. The value of is also an approximation Niently calculated as:

of its nominal valué. The random variablg; corresponds to o2 = ala (4a)
theith principal component, and is normally distributed, with T

zero mean and unit variance; note thaendp; for i # j are
uncorrelated by definition, stemming from a property of PCA.
The parameteq; is the first order coefficient of the delay withB. Conditional PDF Evaluation

respect tg;. Finally, R corresponds to a variable that captures The objective of our approach is to find the conditional
the effects of all the spatially uncorrelated variatiortsisla  PDF of the delayd, of the original circuit, given the vector of
placeholder to indicate the additional variations of théayle delay valuesd,. The values ofl, are measured from the test
caused by the spatially uncorrelated variations, and dam®o structures after the circuit is manufactured, correspomado
regarded as a principal component. For simplicity, we refghe set of samples af,. We first introduce a theorem below;

top=[p p2 - pm}T € R™ as thePC vectorand a sketch of the proof of the theorem can be found in [18].
T m .

a= [‘1_1 S a2 e am]" € R™ as thecoefficient vectofor Theorem 3.1:Consider a Gaussian-distributed vec 9)?

the original circuit. 2

Equation (1) is general enough to incorporate both inte‘f‘fIth meany and a nonsingular covariance matéx Let us

die and intra-die variations. It is well known that for ad€fineXu ~ N(u1,¥1), Xz ~ N(p2, Bg2). If p andX are

spatially correlated parameter, the inter-die variatian de partitioned as follows,

taken into account by adding a valdg,,.,., the variance of 1 311 Yo

) . . ! . w= andX = , (5)

inter-die parameter variation, to all entries of the comace So1 oo

matrix (_)f the intra-die variation of that parameter beforﬁ1en the distribution ofX; conditional onX, = x is

performing PCA. The uncorrelated componé&haccounts for L : . .
N . . . ) L multivariate normal, and its mean and covariance matrix are

contributions from both the inter-die and intra-die vaadas. iven b

Systematic variations affect only the nominal values arel tlg y

PC coefficients in SSTA. Therefore, they can be accounted for X1|(X2 =x) ~ N(z, %) (6a)

by_ determining the shifted _nomlnal valu_es and sensitwitie A=+ 21222—21(x_ 1) (6b)

prior to SSTA, and computing the nominal values and PC $_3 s . o-lx 6

coefficients in SSTA based on these shifted values. While our — Sl T 1250 H21 (6c)

theory is general enough to capture this, for simplicityr ouh It ﬁan be sr_lrowr;]thathqur problem ((:jan be mazg;d d|rehctly to
experimental results do not consider this effect. the theorem. To show this correspondence, we dafinas the

In a similar manner, the delay of th&h of the n test original subspaceand X, as thetest subspaceBy stacking

_ T T .
structures can also be represented in the canonical form ad: 2nd d: together, a new vectod,; = [ddf]" is formed,
with the original subspace containing only one variabkend
dei = pei + af;p + Rui. (2) the test subspace containing the veetpr The random vector

The meanings of all variables are inherited from Equatign (1da” is multivariate Gaussian-distributed, with its mean and

covariance matrix given by:
We definep; = [pe1 pe2 - ut_,n]T € R" as the g y , .
T
mean vectarR; = [Ry1 Riz -+ Rin] € R" as Hall = [H] andX,; = [AUT aEAt] (7)
the independent parameter vectaand A; € R™*" as the H ¢ @ t

coefficient matrixof the test structures, respectively, whergve may then apply the result of Theorem 3.1 to obtain the
Ay =[a;1 a2 --- a;,]. We can then stack the delayconditional PDF ofd, given the delay information from the
equations of all of the test structures into a matrix form. test structures. We know the conditional distributiondofs
Gaussian, and its mean and variance can be obtained as:

di=p +A{p+Ry 3)
_ _ o N(7 52
whered; is defined in Section II. PDF(dCO”‘{) B PDF(gl(dt tldT)) N(g.o7)  (8a)
To illustrate the procedure more clearly and in an easier f=p+a A (dr — ) (8b)
way, we will first assume, in the remainder of this section 72 =0 -al A2 AT a (8c)

and in Section 1V, that the spatially uncorrelated paransete

) o C. Interpretation of the Conditional PDF
2The nominal value of the delay of the circuit is the delay ealuhen

no parameter variations are present. This can be computadtiexby a In this section, we analyze the information provided by the
conventional static timing analysis with all parameterthatr nominal values. equations that represent the conditional PDF. From eqlmtio

However, because of the approximation of the max operatidhe statistical . .
timer, the mean value we computed from the pert-like trateis more (8b) and (8c), we conclude that while the conditional mean of

compatible with the rest of the canonical form. the original circuit is adjusted making use of the resulttegc



d,, the conditional variance imdependenbf the measured in this case,

delay valuesd.,.. 52 = o>—aTA,5'ATa

= o —alTAA (AT) AT
Examining Equation (8c) more closely, we see that for a o2 —aTla

given circuit, the variance of its delay before measuring th 0 (11)

test structuresy?, and the coefficient vectos, are fixed and '

can be obtained from SSTA. The only variable that is affect@thus the derived PDF is an impulse function with the mean

by the test mechanism is the coefficient matrix of the testjual to the original circuit delay and the variance equal to

structures,A;, which also impacts;. Therefore, the value zero, and Equation (8) automatically takes the special ofise

of the conditional variance can be modified by adjusting the = » into consideration.

matrix A,. We know thatA, is the coefficient matrix formed We end this section by pointing out that an equivalent way

by the sensitivities with respect to the principal compds@fi of looking at the problem is to first stack the PC vector

the test structures. The size At is determined by the numberand the delay vectod; together, wherep is the original

of test structures on the chip, and the entry values\pfis subspace, and; is the test subspace. From this, we obtain

related to the type of the test structures and their locat@mn the conditional distribution op, using Theorem 3.1, as:

the chip. Therefore if we use the same type of test structures o

on the circuit, then by varying their number and locations, PDHPpcona) = PDF(p[(d: = d,)) ~ N(fip, 3p)  (129)

we can modify the matrixA,, hence adjust the value of the fp = A7 (d — ) (12b)
conditional variance. Intuitively, this implies that thalve of _ T
the conditional variance depends on how many test strusture Yp=I1-A% A (12c)

we have, and how well the test structures are distributed, ihere T represents the identity matrix, which is the uncon-
the sense of capturing spatial correlations between vasab gjtional covariance matrix op. The result (12) tells us that

given the conditiord; = d,., the mean and covariance matrix
: of are no longei0 andI. In other words, the entries
In our problem, AT € R"*™, wheren is the number of Peond g : L

in peong Can no longer be perceived as principal components.

test structures on chip, andh is the number of principal . . )
N . . Due to the linear relationship betwe and the process
components. In the grid-based spatial correlation model, a P Bond P

L . : parameter variations, we are in fact gaining informationtan
large circuit is usually tessellated into numerous grids] a o S ;
. - arameter variations inside each grid.
hence is affected by numerous principal components, wherea : . . .
According to Theorem 3.1p..,q remains Gaussian dis-

the number of test structures we can place on-chipis linited | . : . S
. : . . tributed. Becausé...q has a linear relationship witp o4,
several factors mentioned in Section Il. Therefaris usually . : L : o
deona 1S also Gaussian-distributed. Sineeis fixed for a

less thann. Theorem 3.1 assumes tH8t = AT A, is of full ‘ . .. .

rank and has an inverse, which mea&i must have full row given circuit, the conditional mean and variancedofan be
rank. A detailed discussion about the ranksAgf andX; can calculated as:
be found in Section IV. For the present, we will assume that i = p+a’ E(peona) = u+a’ A2, (d, — i)

-
A; is of full row rank. 52 = E(u+apeond — (u+a’ fip))?
= aTE((pcond - ﬂp)(pcond - ﬂp)T)a
Based on this assumption, consider the special case when = al'(I- A3 'A])a
m = n; in other words, that the number of test structures = ¢2-a"A, % 'ATa (13)

is identical to the number of PCA components. Intuitively,

this means that we have independent data points that &4@f surprisingly, this end result is exactly the same as (8).
predict the value of each of these components. In this cak®wever, dividing the derivation into two steps, as we have
A, is a square matrix with full rank and has an inveA;Lél. done here, provides additional insight into the problem.
Substituting®; * = (ATA,)~!' = A;*(AT)~! into Equation

(8b), IV. LOCALLY REDUNDANT BUT GLOBALLY INSUFFICIENT
_ _ TEST STRUCTURES
p o= p+al A3 id, - pe) . . . _
p+aT(AT)1d, — ). 9) In practice, correlation matrices tend to be sparse singe th

spatial density of correlation goes up to a limited radius.aA
It is interesting to note that the ter(;)~'(d, — p;) is the consequence, it is found that a number of entries of each row
solution of the linear equations of AT are zero for typical correlation matrices. For such a
(10) scenario, it is possible that we place too many test strastur
that collectively capture only a small portion of PCs, with
with p as the set of unknowns. Therefore, Equation (9) the coefficients of other PCs being all zeros. In other words,
equivalent to first solvingp from linear equations (10), thenin some portion of the chip, the number of test structures
substituting its value into Equation (1) (with uncorrethtemay exceed the number of PCs with nonzero coefficients, but
parameters disregarded for now) to fiddWe can see that overall there are not enough test structures to actuallypcoen

di=p +Alp=4d,



the delay of the original circuit. We refer to this adogally can compute all the PCs and the delay of the original circuit

redundant but globally insufficiemroblem. by applying least-squares approach to the whole system, and
We show below that in such a scenaBl) would be rank whens = n, in which case we cannot obtain any information

deficient. While this problem can be overcome by appropriadé p,,, and the PCs will still be uncorrelated Gaussians with

placement of the test structures, the placement of thege-strzero mean and unit variance.

tures is beyond the scope of this paper: we assume that this

has been done by the designer, and that it is provided as an V. SpaTIALLY UNCORRELATED PARAMETERS

input to our problem. Instead, we provid(_a a ggr)eral SOIUtiOI"In Section Ill, we had developed a theory for determining
to take the locally redundant but globally insufficient piesh the conditional distribution of the delay, of the original cir-

into consideration during the evaluation of the conditlon%uit under the data vectad,, provided by the test structures
distribution. Our approach groups the redundant equatioia is derivation neglected the random variablesand R, in
together and use a least-squares approach to capture

e - : .
canonical form of Equation (1) and (3), corresponding to
information. q (1) (3 p g

With locall dundant but alobally insufficient test st spatially uncorrelated variations.
'th locally re Tun ant but giobally INSUutticient test S¥UC “y\ye now extend this theory to include such effects, which
tures, the matriXA; has the following structure after grouping,

the all Hicients f f test struct ay arise due to parameters such7as and N4 that can
e all-zero coefficients for a group of test structures loge take on a different and spatially uncorrelated value forheac

AT _ B;; O (14) transistor in the layout. While these parameters can show
t 7 By Bao both inter-die and intra-die variations, because the -idier

hereB R*%4_ with s being th ber of test struct variation of each such parameter can be regarded as a PC
whereb € » WIth 5 DEING e NUMDET OT1ESt STUCIUTeS, easily incorporated in the procedure of Section I, we
that have all-zero coefficients for the last— ¢ principal

) hereby focus on the intra-die variations of these parameter
components, and > ¢, which means we have locally

redundant test structures for thegeprincipal components €., the purely random part. Thuf is the random variable
i o . " generated by merging the intra-die variations for each gate
Since we have prohibited two test structures with the sarﬁ y ging 9

f e ¢ bei laced i W t be of ﬁring traversal of the whole circuit [3], with mean 0 and
configurations irom peing placed in one gridy, must be o varianceo? # 0. Considering this effect, the variance of the
full column rank with rankg. Therefore, the maximum rank _ . . S .

o s original circuit is adjusted to be
of Aj is g+n—s, less tham, soX; also has a rank less than
n and is singular. In this case, Equation (10) can be divided o> =aTa+ 0%, (19)

into two sets of equations: . .
The covariance matrix of the test structures must also be

Biipy = dry—pirn (15) updated as follows:

Bleu * B22pv - d”"v = Hro (16) 2; = AfAt + diag[af%w,l ’ GQRt,z’ T aO.QRt,n]' (20)

wherepy, py, dru, drv, firu, fire are sub-vectors of the the same kind of technique from Section 11l can still be
PC vectorp, the result vectod,, and the mean Vectql;, gpnjied. However, in this case, due to the nonzero diagonal
correspondingly. Note thaB,, is not square, and Equationy iy added tos,, o is never equal to zero, meaning that
(15) is an over-determined system. This can be solved \|i, can never compute the actual delay of the original circuit
several ways, and we take the least-squares solution asyjffich is a fundamental limitation of any testing-based dizg

equivalence. sis method. Any such strategy is naturally limited to spigtia
Py = (BT,B11) " 'BY, (dy.0 — ptra) (17) correlated parameters. The values of uncorrelated paeasnet
in the original circuit cannot be accurately replicated he t
Under conditions (17) as well as (16), the conditional PDF @ést structures: these values may change from one device to
d can be computed as follows. the next, and therefore, their values in a test structur@aan
perfectly capture their values in the original circuit.
PDFdconq) = PDHd|d; = d,)
_ _ VI. CHANGING THE NUMBER OF STAGES IN THE ROs
= PDF(dlpu = Pu, B21Pu + Bo2py = dr,v - Mr,v) . . )
(18) In Section _V,_ it was shown that spatially uncorrelat(_ad
parameter variations impose a challenge for our methodesin
This step is safe because Equation (15) does not provide dng physically impossible for a test structure to captunear-
information forp,. The statistical properties @, have not related variations. However, it is possible to dilute thiees
been changed, meaning they can still act as PCs. Assiymeof uncorrelated variations, and to overcome this problem, a
is the sub-vector o corresponding te,,, anda, is the sub- intuitive idea is to increase the number of stages of the RO
vector corresponding tp,, thend = ;4 +alp, +alp,. The test structures.
mean, variance of andB21p, +Ba2p.,, and their covariance  The essential idea of increasing the number of stages is
can be easily updated. The same technique introducedthat it leaves the spatially correlated variations uncleang
Section Il can be applied to calculate the final conditionaince each RO is small and lies within a spatial correlation
PDF of d. grid, all spatially correlated parameters that affect itdayg
Special cases include whep = m, in which case we show identical variations. However, variations for spbtia



uncorrelated parameters may be in opposite directionshared tdecreases. Therefore, we have more specific informationtabo
increasing the number of stages increases the likelihoodthé delay of the original circuit. This is in accordance witile
cancellations, implying that spatially uncorrelated paeters intuition that increasing the number of stages in the ROselp
are likely to become relatively less important. In other ér in reducing the effect of the spatially uncorrelated paranse
this implies that the delay of each RO as a variable will be Third, we illustrate the fact that as the number of stages
more correlated to the delay of the original circuit. increases, the ROs can become more correlated with eaah othe
On the other hand, while increasing the number of stagasd might not give as much information collectively. To see
of the ROs increases the correlation coefficient between titds, we consider the delays of two R@s; andd; .. If we
delays of the RO and the original circuit, it also makes th@ssume that each hasstages, then
delays of the ROs more correlated with each other. This T
suggests that the RO test structures may collectively yésis di1 = kon + K0T p + VG (27)
independent information about the variations. di o = kao + kI‘sz + \/Eg“g. (28)
There is a clear trade-off here, and in this section,
illustrate the above qualitative argument from a more i
mathematical perspective, and present it in a quantitataxe

g\illﬁ'e correlation coefficient between the two can be calcdlate

We will show in Section VII that for our implementation, b1y = E*TTT,
increasing the number of stages does indeed yield better ’ (KTITy + kCE) (K2TIT, + k(3)
estimations of the post-silicon delay. r’T,
As stated in Section Ill, the delay of the original circuihca = (I‘TI‘ n lCQ) (I‘TI‘ n lCQ) . (29)
be written in the canonical form of Equation (1). We rewrite LRI RS/ 202 E52
the equation below. It is easily observed that a& increases, the correlation
m coefficient between the delays of the two ROs increases.
d=p+ Z aipi+R=pn+alp+R. (21) The conditional variance of the delay of the original citcui
=1 can be calculated based on the testing results of the defays o
Similarly, the delay of ROi can be written in the form of these two ROs, using Equation (8c), as
Equation (2), which is o2 al.a ] ' [al
. a2 = o?—al [at,l at,2] { 0! ) tﬂ [ 5*1] a
dii = piei +a;;p + Rei. (22) at,28¢,1 Tt,2 at2
2 2
First, if we assume that there is only one ROn the chip, _ 21t 22plp2p1’2 (30)
Equation (8c) becomes L—=pi,
L ) aTama{ia ) ) This result confirms our intuition that the conditional e
=0 —H——=0"(1-p]). (23)  of the delay of the original circuit is not only dependent npo

of.
b the correlation coefficient between the delay of the origina

Where_plj is th_e c_orrelation coefficient between the delay dfjrcuit and the delay of each RQy(p-), but also dependent
the original circuit and the delay of R@ It is obvious that ypon the correlation coefficient between the two R@S:].

in this case, the result only depends @n To see the effect ok on the conditional variance more
Second, we explain how the number of stages affects t@arly, we write the above equation as

value of p;, so that we can observe clearly how the number o Lo ) Lo T

of stages affects our results. Let us assume thatiR@sk ;2 _ 2 _ ~1 (Vo + £G) — C3 (Vi + 1G) +2C1CoI Ty

stages, and for purposes of illustration, we will assumé tha (Va+2G3) (Vi + 368) — (I‘?I‘2)2

each stage of the RO is identical, with a canonical delay ®f th (31)

form a; + Z;”Zl Yijpj + ¢ = a; + Typ + ;. The half-period where C; = a’T; and V; = I'T; are not dependent on

of RO 4, which is a surrogate for its delay, is therefore giveh. As k increases, both the numerator and the denominator

by decrease, the function is not guaranteed to be monotortic wit
di; = ka; + kLip + VkG (24) respect tak. Therefore theoretically increasing the number of

ages doesn’'t necessarily reduce the conditional variaffic

e delay of the original circuit we can get. We show in Settio

VII that for the practical results that we show, we lie within

gf,i = kQI‘iTI‘Z- + k¢2. (25) a monotone decreasing region with respeck to

S
From Equation (20) in Section V, the variance of the delay (ﬂﬁ
RO i can be written as

The correlation coefficient between ROand the original
circuit can thus can be calculated from the relation: o g I ! del
2. T T T T We summarize the proposed post-silicon statistical delay
PP == k:2a TI‘J‘ia N = 5 aTFZI‘i? 5. (26) prediction approach as follows:
o? (RTIT; +k¢Z) o (LI Ty + 307) We use the software packad@innSSTA[2] to perform

Itis easy to see that &sincreases, the correlation coefficienSSTA, and use Monte-Carlo methods to test our approach. The

between RQ and the original circuit increases, implying thabriginal circuits correspond to the ISCAS89 benchmarkesuit
the conditional variance of the delay of the original citcuiand each test structure is assumed to be a RO. Specifically,

VIl. EXPERIMENTAL RESULTS




Algorithm 1 Post-silicon statistical delay prediction. The result is shown as a scatter plot in Figure 4. The
1: Perform SSTA on both the original circuit and themethod is applied to 1000 chips: we simulate this by per-
test structures to determing, a, p, Ay, and ogr, forming 1000 Monte-Carlo simulations on each benchmark,

ORyq> " »ORy,- each corresponding to a different set of parameter valuws. F
2: After fabrication, test the delay of the test structures omach of these values, we compute the deterministic delays of
chip to obtaind,.. the test structurésand the original circuit: we use the former

3: Compute the conditional megnand variance* for the as inputs to our approach, and compare the delay from our
original circuit using the expressions in Equation (8). statistical delay prediction method with the latter. Thet that

all of the points lie closely around thg = z line indicates

that the circuit delays predicted by our approach matches ve

the RO used in our experiments has five stages. Section V!l with the Monte-Carlo simulation results.
combined with simulation later in this section, shows that

Real circuit delay vs. estimated circuit delay

increasing the number of stages can compensate for theéseffec 2500
of spatially uncorrelated parameter variations in practic $5378
A grid-based spatial correlation model [19] is used to 2000} | | 213307
compute the covariance matrix for each spatially correlate & 515850
parameter. Under this model, if the number of gridssisand S ol | & coases
the number of spatially correlated parameters being censitl 2 < 538417
is P, then the total number of principal components is no £ =
more thanP - G. Because we only use one type of test 000
structure in the experiments, we place at most one RO inside
each grid. The parameters that are considered as sources of 500 &
spatially correlated variations include the effective romal 500 1000 1500 2000 2500

length L, the transistor widtfi’, the interconnect widthV;,,;, Real delay (ps)

the interconnect thickness; ., and the ?nter'layer dielectric Fig. 4. The scatter plot: real circuit delay vs. predictedtut delay.
H;rp. The dopant concentrationy,, is regarded as the

source of spatially uncorrelated variations. For inter@mis,  The precise testing error for each benchmark is listed in
instead of two metal tiers used in [20], we use four metghple II. If we denote the delay of the original circuit at a
tiers (corresponding to two horizontal and two verticalbles). sample point asl,,;, and the delay of the original circuit, as
Parameters of _dlfferent metal tiers are assum_ed_to be wCcofredicted by our statistical delay prediction approachi,as;,
lated. Table | lists the level of parameter variations assliMi,q test error for each simulation is defined‘%t%‘ig_fimﬂ %

n t(;“ti V\_/ork. The pg;cesls paramethers are ﬁ]autsst;?n-gltﬂdbu 00%. The second column of the table shows thgzéverage test
and their mean anbo values aré shown in the table. or €ac ., pased on all 1000 sample points, which indicates the

?arameter(,j_half O.f the Va”aé'?]nﬁl fcontr_lbut|odq IS as_su_mm Oekie overall aggregate accuracy: this is seen to be well below 1%
rom inter-die variations and half from intra-die variat® Our in almost all cases. The third column shows the maximum

experiments ignore the effects of systematic variation$ifo o iation from the mean value of statistical timing over all

avallable, this inf_o_rr_ngtion may be used to alter the nomin 00 sample points, as a fraction of the mean. The test error
valgeg and sen;mvmes of Fhe gat(_a delays. We assume BiShis point is shown in the fourth column of the table. These
variation model is apcurate n our simulation. In prlactmf: two columns indicate that the results are accurate even when
model should be tailored according to manufacturing data. the sampled delay is very different from the mean value.
TABLE | Note that in theory, according to the discussion in Sec-
tion Ill, when one test structure is placed in each variaion
grid, the prediction should be perfect. However, some inac-
curacies creep in during SSTA, primarily due to the error in
approximating themax operation in SSTA, during which the
the distribution of the maximum of two Gaussians, which is
a non-Gaussian, is approximated as a Gaussian to maintain
the invariant. For circuits like s35932, which show the &g
average error among this set, of under 2%, the canonical form
In the first setof experiments, only one variation is taker(1) IS not perfectly accurate in modeling the circuit defdgte
into consideration in the Monte Carlo analysis: in this cas'at our experimental setup is based on simulation, and does
we consider the effective channel lengthwhich we observe NOt include any measurement noise.
to be the dominant component of intra-die variations. Undersgeca;se of the way in which these values are computed in querex
the grid-based correlation model, there will only &einde- imental setup, variations in the test structure delays arg oaused by
pendent variation sources in this case, and by providirigst random variations. In practice, the measured test streictatays will consist
. . g of deterministic variations, random variations, and measent noise. It is
structures, we can use the teChn'queS in Section Ill to Gty assumed here that standard methods can be used to filtereoeffétts of
the delay of the original circuit. the first and the third factor.

PARAMETERS USED IN THE EXPERIMENTS
L W | Wine | Tine | Hrp Ny
nmos/pmos
(nm) | (nm) | (nm) | (nm) | (nm) | (10'7cm™3)
¢ | 60.0 | 150.0| 150.0| 500.0| 300.0 | 9.7/10.04
30 | 120| 225 | 30.0 | 75.0 | 45.0 1.45




TABLE Il $38417 PDF

TEST ERRORS CONSIDERING ONLY VARIATIONS INL. 0.12 T T
Benchmark| Average| Maximum | Error at < Real Delay
Error Deviation | Maximum 0.1
(% of mean)| Deviation o.08l
s1196 0.18% 24.2% 0.20% '
s5378 0.58% 25.7% 0.02% B 0.06!
59234 0.35% 22.7% 0.50% &
s13207 0.09% 25.2% 0.51% 0.04
515850 0.25% 26.1% 0.47%
35932 1.31% 22.4% 1.01% 0.02f
$38584 0.10% 27.5% 0.69% ,
s38417 | 0.09% | 27.4% 0.58% §00 1000 1100 1200 1300 1400
Delay (ps)
$38417 CDF
1F —
For the unoptimized ISCAS89 benchmark suite, one or a e

small number of critical paths tend to dominate the circuit, 0.8t
which is unrealistic. However, s35932 is an exception and
thus is used to compare our approach with the critical path
replica approach currently used in ABB. We assume thatin the &
critical path approach, the entire critical path for the rrwath © «—SSTA

0.6

design can be perfectly replicated, and compare the delay of 0.41
that path and the delay of the whole circuit during the Monte-
Carlo simulation. It is observed that the critical path iegpl 0.2
can show a maximum error of 15.5%, while our approach has
a maximum error of 6.92%, an improvement of more than 0

900 1000 1100 1200 1300 1400

50%. The average error of critical path replica for this aitc Delay (ps)

is 1.92%, also significantly larger than our result of 1.31%.
To show the confidence scalability of our approach, ifig- 5. PDF and CDF with insufficient number of test strucsufer circuit
the second sebf experiments, we consider cases in whicf8417 (considering.).
the number of test structures is insufficient to completely
predict the delay of the original circuit. In this experinhen
different numbers of test structures are implanted on tke deven when the number of test structures is less thaa sharp
Specifically, for circuits divided into 16 grids, we invagiie PDF of the original circuit delay can still be obtained using
Case 1, when 10 test structures and Case 2, when 5 tast method, with a variance much smaller than provided by
structures are available. SSTA. The trade-off between the number of test structurds an
For circuits where the die is divided into 256 grids, Casée reduction in the standard deviation can also be observed
1 corresponds to a die with 150 test structures, and Caselearly. For this particular die, while SSTA can only assert
to 60 test structures. To show how much more informatighat it can meet a 1400 ps delay requirement, using 150 test
than SSTA we can obtain from the test structures, we defigguctures we can say with more tha®.7% confidence that
Oreduction @S =2 x 100% which is independent of the testthe fabricated chip meets a 1040 ps delay requirement, and
results but is dependent on how the available test strucainge using 60 test structures we can say with such confidence that
placed on the chip. To be as general as possible, we perfdtrgan meet a 1080 ps delay requirement.
1000 random selections of the grids to place test structuresn ourthird setof experiments, we consider the most general
in. The i, o of the original circuit, obtained from SSTA, andcase in which all parameter variations are included. While
the averager, o,.cquction Of the statistical delay predictionthe first two sets of experiments provided general insigttt in
approach for both cases, over the 1000 selections, ard liste our method, this third set shows the result of applying it to
Table 1l for each benchmark circuit. It is observed thatréhe real circuits under the full set of parameter variationtetisin
is a trade-off between test structure overhead @nd..tion- Table I. In Case | of this set of experiments, the number df tes
In order to understand what the result would be like if a sealktructures is equal to the number of grids. The values afd
bad set of grids are selected to place test structures ihjsn t,..;,..i0n are fixed in this case. Case Il and Case lll are set
table we also show the minimum (Ming),.cquction OVEr the up the same way as in Case 1 and Case 2, respectively, of the
1000 random selections for each circuit in both cases. second set of experiments described earlier. the of each
Figure 5 shows the predicted delay distribution for a tygsenchmark circuit obtained by SSTA, tte o, cquction fOr
ical sample of the circuit s38417, the largest circuit in th€ase I, the average the average and minimu#.¢qyction for
benchmark suite. Each curve in the circuit corresponds toCase Il and Case Il obtained from the post-silicon stathdti
different number of test structures, and it is clearly sdet t delay prediction are listed in Table IV. The distributioropl



TABLE Il
PREDICTION RESULTS WITH INSUFFICIENT NUMBER OF TEST STRUCTRES(CONSIDERINGL): CASE1 AND CASE 2 ARE DISTINGUISHED BY THE
NUMBER OF ROS AVAILABLE FOR EACH CIRCUIT.

Benchmark SSTA Results Case 1 Case 2
AVQ- Oreduction #RO AVQ Oreduction

Name | #Cells | #Grids | u(ps) | o(ps) | #RO 5(ps) [ Avg. | Min. a(ps) | Avg. | Min.

s1196 | 547 16 577.06| 3532 | 10 | 6.48 | 81.64%| 73.6%| 5 11.97| 66.1% | 64.1%
s5378 | 2958 16 475.97| 29.84 | 10 | 5.96 | 80.02%| 75.5%| 5 10.77| 63.9% | 61.7%
s9234 | 5825 16 775.36| 5151 | 10 | 9.50 | 81.55%| 68.1%| 5 18.85| 63.4% | 56.5%
s13207| 8260 256 | 1399.8| 92.81 | 150 | 9.63 | 89.62%| 81.9%| 60 | 18.56| 80.0% | 70.4%
s15850| 10369| 256 | 1573.7| 100.48| 150 | 8.25 | 91.79%| 86.7%| 60 | 16.88| 83.2% | 78.0%
s35932| 17793| 256 | 1359.5| 82.17 | 150 | 11.08| 86.52%| 76.8% | 60 | 27.69| 76.3% | 70.7%
s38584| 20705| 256 | 1994.0| 120.83| 150 | 16.54| 86.31%| 74.4%| 60 | 29.96| 75.2% | 68.3%
s38417| 23815 256 | 1139.8| 76.38 | 150 | 9.40 | 87.69%| 76.2%| 60 | 17.87| 76.6% | 61.8%

TABLE IV
PREDICTION RESULTS CONSIDERING ALL PARAMETER VARIATIONSCASE|, CASEIl AND CASE|Il ARE DISTINGUISHED BY THE NUMBER OFROS.

SSTA Results Case | Case ll Case Il

Benchmark m o G Avg. & Oreduction Avg. ¢ Oreduction
(ps) (ps) #RO (ps) | Treduction #RO (ps) Avg. Min. #RO (ps) Avg. Min.

s1196 577.42 | 45.61 16 | 11.32 75.2% 10 12.67 | 72.2% | 65.3% 5 15.20 | 66.7% | 58.4%
s5378 475.65 | 37.24 16 6.35 82.9% 10 769 | 79.4% | 71.4% 5 10.28 | 72.4% | 59.8%
59234 776.79 | 62.63 16 9.17 85.4% 10 12.20 | 80.5% | 66.7% 5 17.21 | 72.5% | 56.2%
s13207 | 1404.25] 109.41| 256 | 20.90 80.9% 150 | 22.97 | 79.0% | 74.6% | 60 27.13 | 75.2% | 66.5%
s15850 | 1579.73]| 119.45| 256 | 19.59 83.6% 150 | 21.09 | 82.3% | 79.4% | 60 2469 | 79.3% | 73.7%
s35932 1371.55| 98.45 | 256 | 24.75 74.9% 150 | 27.11 | 72.5% | 67.7% | 60 30.69 | 68.8% | 63.9%
s38584 2011.62| 147.46| 256 | 39.47 73.2% 150 | 43.16 | 70.7% | 64.7% | 60 48.77 | 66.9% | 60.8%
s38417 1146.56| 89.84 | 256 | 22.01 75.5% 150 | 24.09 | 73.2% | 67.2% | 60 28.17 | 68.6% | 57.3%

TABLE VI
HIT RATES CONSIDERING ALL PARAMETER VARIATIONS CASE|, CASEII
AND CASEIIl ARE DISTINGUISHED BY DIFFERENT NUMBER OFROS

for this set of experiment is similar to that in Figure 5, ahd t
conditional PDFs of one particular sample of the circuit3d.1
for Case Il and Case lll are shown in Section | as Figure 3, AVAILABLE FOR EACH GIRGUIT
with the SSTA PDF as a comparison. Note that the conditional '

PDF obtained by our approach would be even sharper for Case Benchmark Hit Rate
I Case | | Case Il | Case lll

s1196 100.0%| 99.9% | 99.9%
s5378 99.8% | 99.7% | 99.9%
s9234 100.0%| 99.9% | 99.9%
s13207 99.9% | 100.0%| 100.0%
$15850 99.9% | 99.9% | 99.9%
s$35932 97.2% | 97.7% | 98.7%
s38584 | 100.0%| 99.9% | 99.8%
s38417 99.9% | 100.0%| 99.9%

The reduction in the standard deviation is only able to
demonstrate that our predicted delay is within a certaigean
To see whether the prediction is reasonable and accurate, in
our third set of experiments, we also perform the following
Monte-Carlo simulations. In Case | of this experiment, lusea
in each grid we have one RO, we just perform one thousand
Monte-Carlo simulations based on this structure. In Case Il
and Case lll, however, the number of ROs is smaller than
the number of grids. Therefore we use five randomly selected
sets of grids to place ROs in, and for each set of grids, we
perform 1000 Monte-Carlo simulations, which means totally
we have 5000 Monte-Carlo simulations for each circuit Ofﬁa%ur experimenta| Setup, increasing the number of Stages can
Il and Case Ill. While each Monte-Carlo simulation genaat%ompensate for the effect of Sana"y uncorrelated patame
a specific delay number, our prediction result is a condéionyariations and give us more specific information about the
distribution of the delay. Therefore if the Monte-Carlouks cijrcuit delay after fabrication. We assume that each grid
falls within +3c of the predicted distribution, then we call th%ontains an RO, and for each RO, every Stage has the same
result ahit. Otherwise, we call it aniss The hit rate of our  timing characteristics. Therefore we can use the coeftisien
prediction for a circuit is then defined as the number of hitghg the spatially uncorrelated variable calculated for a 5-
divided by the total number of Monte-Carlo simulations. Wetage RO to derive the corresponding coefficients and diyatia
show the hit rates for each circuit in Table VI. It is observegncorrelated variable for a unit stage of that RO. Based
that most hit rates are above 99.9%. on these timing characteristics of one unit stage, the timin

Now we show that for the ISCAS89 benchmark circuits ancharacteristics of a RO with any number of stages can be
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TABLE V

RUNTIME RESULTS.

Circuit $1196 s5378 $9234 s13207| s15850| s35932| s38584| s38417
Runtime (sec)| 5.68 x 10=* | 5.70 x 10~* [ 5.96 x 10~* | 0.39 0.39 0.35 0.37 0.68
500 s13207 Il is the largest of all three cases. It is shown that for a#l th
benchmark circuits, the runtime is less than one second.
o 490 "
£ VIIl. CONCLUSION
8 480}
S In this paper, a general framework for the post-silicon
T 470¢ statical delay prediction approach is proposed, using SSTA
% 460l * and a conditional PDF evaluation method, making use of test
5 X data from RO test structures. Future directions include the
© 4501 e ., development of methods for placing these structures ofitima
and designing appropriate structures that are better aty del
440, 5 0 15 prediction than ring oscillators.
Number of Stages of ring oscillators In cases where the circuit is dominated by a single critical
s5378 path (this is not often the case, since most circuits arentimi
50 optimized, which implies that there are numerous neaieatit
paths), it may be beneficial to use a critical path replicteind
g 48 © of our ring oscillator based scheme. The critical path oepli
E can also be viewed as a type of test structure, which means tha
g 46 after determining the nominal critical path, we can repéca
g it, perform SSTA on this path, and calculate the conditional
= 447 variance of the original circuit delay, given that the detdy
é * this path is known. If a circuit is highly dominated by this
42r * path, then the conditional variance would be small. We then
Toor ., can compare the conditional variance calculated in this way
40, 5 10 15 with the conditional variance calculated by our approach.

Number of Stages of ring oscillators

Depending on which variance is smaller, we can choose the

appropriate approach and start building the circuit embddd
with the proper test structure. This choice can be made
entirely through presilicon analysis. The variances of the
conditional PDFs for the two possible test structures (aobet

RO measurements, or a critical path replica) may be computed
calculated. This procedure is repeated for each of the RQsing Equation (8c). Note that (8c) provides results that ar
on chip. For each circuit we draw a curve, with the y axifidependent of measurement data, and hence depending on
being the conditional variance of the circuit delay compiig which structure has the smaller covariance, we can choose an
our approach, and the x axis being the number of unit staggspropriate test structure.

we have for every ring oscillator built on this circuit. This
plot shows that for our set of benchmarks, as the number of

stages increases, the conditional variance we obtain bexom ] )
progressively smaller. Sample results of the circuits 32 1he authors would like to thank the anonymous reviewers,

and s5378 are shown in Figure 6. It is easily observed that {fB0S& comments provided excellent feedback, resultingiin a
curves are monotonically decreasing. The results are aimifmProvement in the quality of our paper.
for all other circuits in the benchmark set.

Finally we provide runtime results for our approach. It is o . .
eas”y observed that our algorithm can be divided into twjl] S. S. Sapatnekaifiming Kluwer Academic Publishers, 2004.

Fig. 6. Conditional variance of the delay of the originakait with respect
to the number of stages of ROs.
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