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Abstract— With continued scaling into the sub-90nm regime, (L2L), wafer-to-wafer (W2W), die-to-die (D2D), and within
the role of process, voltage and temperature (PVT) variatios die (WID) variations [2].
on the performance of VLSI circuits has become extremely Thus, the effect of on-chip variations has resulted in adarg

important. These variations can cause the delay and the leake b f dies failing t t the f leak .
of the chip to vary significantly from their expected values, NUMRPEr Ol di€s failing to meet the irequency-leakage requir

thereby affecting the yield. Circuit designers have propoed the Mments during testing, thereby decreasing the yield sigmifly.
use of threshold voltage modulation techniques to pull back This has heightened the need for post-silicon tuning in rorde
the chip to the nominal operational region. One such scheme, to salvage the dies, and ensure that transistor scalingimema
known as Adaptive Body Bias (ABB), has become extremely oconomically viable. While the effects of process paraimetr
effective in ensuring optimal performance or leakage savigs. it . fi i h
Our work provides a means to efficiently compute the body bias Yar'a 'Pns require a One'.'m.e compensation as soon as_ the c
voltages required for ensuring high performance operationin IS fabricated, thermal variations are dependent on theatiper
gigascale systems. We provide a CAD perspective for deternming  environment and hence require a run-time compensation. A
the exact amount of bias voltages that can compensate bOthtypica| means of achieving post-silicon tuning to compémsa

temperature and process variations. Mathematical modelsdr o yariations in circuits is through threshold voltage ratzd
delay and leakage based on minimal tester measurements aretion

built, and a nonlinear optimization problem is formulated to o .
ensure highest frequency operation under all conditions, rd Body biasing, as a means of threshold voltage modulation
thereby minimize the overall circuit leakage. Three diffeent provides an effective knob to alter the delay and leakage of

algorithms are presented and their accuracies and run-time the circuit. Traditionally, it has been used in two differen
are compared. The algorithms have been applied to a wide yherational scenarios [3]. The first, known as static body
range of process and temperature corners, for a 65nm and a biasing uses reverse body biasing when the microprocessor
45nm technology node based process. A suitable implementat =~ ' / h X >
mechanism has also been outlined. is in a stand-by state. This procedure is aimed at reducing
the subthreshold leakage current. Algorithms to determine
the optimal configuration that achieves the lowest leakage
in the presence of latency constraints, have been described
in [4]-[8]. Such schemes have been used in low power and
embedded systems, where leakage power minimization is the
. INTRODUCTION main objective. The second scheme, known as adaptive body
With continued technology scaling, the effects of on-chipias (ABB), involves recovering dies impacted by process
variations have caused the delay and leakage of present dasiations through post-silicon tuning. Adaptive bodysis a
circuits to vary significantly from their nominal values. @w dynamic control technique, used to tighten the distributid
main contributors to on-chip variability arise from chasgethe maximum operational frequency and the maximum leakage
in process parameters, and changes in operating temp@awer, in the presence of WID variations. It was first progose
tures. Process variations occur due to proximity effects by Wann et. al. in [9] and was further explored by Kuroda
photolithography, non-uniform conditions during depiasit [10] during the design of a DSP processor. The main goal of
random dopant fluctuation, etc. [1]. These cause fluctusitiothis scheme is to ensure that maximum number of dies operate
in parameters such as channel length, width, oxide thicknem the highest frequency bin, thereby increasing the yidld o
as well as dopant concentrations, and result in variatiansthe fabrication process [11], [12]. The focus of our work is
the delay, and the leakage of the circuit. such high performance systems, whose frequency of operatio
Changes in the operating temperature occur due to poviedesired to be maintained at the highest value.
dissipation in the form of heat. On-chip thermal variations Bidirectional adaptive body bias has been shown to reduce
have a significant bearing on the mobilities of electrons arke impact of D2D and WID parameter variations on micro-
holes, as well as the threshold voltage of the devices. Amocessor frequency and leakage in [2], [11]-[14]. Typical
increase in the operating temperature causes the mabilitilevices that are slow but do not leak too much can be Forward
to decrease, thereby decreasing the on-curigpt which, Body Biased (FBB) to improve the speed, whereas devices
in turn, can reduce the speed of the circuit. Further, elthat are fast and leaky can be Reverse Body Biased (RBB)
vated temperatures also lead to an increase in the leakémeneet the leakage budget. The work in [11], [15] performs
current. On-chip variations can be categorized as lobto-lprocess variation-based ABB, and divides the die into a set
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of WID-variational regions. In each region, test structurePABB-TABB algorithm involves measurements only at the
that are replicas of the critical path, are built. The delag a nominal operating temperature. The PABB-TABB algorithm
leakage values of these test structures are measured, @andsplits the original problem into two sub-problems, namely
used to determine the exact body bias values that are reéquicempensating for process variations at nominal tempegatur
to counter process variations at room temperature. Tha-apfiPABB), and compensating for thermal variations underlidea
cation of a WID-ABB technique for one-time compensatioprocess conditions (TABB). The final set of bias voltages is
during the test phase, in [11], shows that 100% of the dies csimply a combination of the PABB and TABB voltages. Thus,
be salvaged, while 99% of them operate at frequencies withthis scheme minimizes the number of tester measurements,
the fastest bin. and eliminates the need to test at each operating temperatur
Traditionally, ABB has been used only to compensate for The body bias voltages obtained using these two meth-
process variations [11], [13], [14]. However, on-chip temeds are compared against the golden results, determined by
perature changes can also significantly vary the delay asdumerating over the entire search space. The enumeration
leakage of nanometer-scale devices, thereby necesgithin algorithm is suitably designed keeping in view of the nature
mitigation of the effects of these thermal variations aslwebf the solution, to reduce the overall run-time by pruning
Only a limited amount of work so far has addressed thimnecessary computations. The PTABB and PABB-TABB
problem, such as [16], which focuses purely on temperatwikyorithms are applied to different ISCAS85 combinational
effects. In this work, we apply a combination of temperaturéenchmarks, at various temperature and process corness, fo
based ABB, and a process-based ABB to permit the circ@bnm as well as a 45nm technology. The results demonstrate
to recover from changes due to both temperature and procdss ability of the PTABB and the PABB-TABB algorithms
variations. In order to be able to adaptively body bias alwf to closely predict the body bias voltages. Accuracy and
dies at all operating temperatures, we utilize an efficiefit s tester time trade-offs between the various approachedsoe a
adjusting mechanism that can sense the operating tempesratexplored. An architectural implementation for this scheime
and thereby dynamically regulate the voltages that must Ao elaborated.
applied to the body of the devices to meet the performanceThe rest of the paper is organized as follows. Section
constraints. Il elaborates the necessity of a look-up table based control
There are two kinds of control systems to select the bodystem, and outlines the problem statement of populatiag th
bias voltages, namely a look-up table based system [8] alodk-up table with the least amount of tester cost. We also
a critical path replica based system [3], [11]. A detailegrovide a generic implementation architecture for thiseseé.
explanation of these control systems is presented in thé n®ection Il presents the enumeration algorithm, the PTABB
section. Our work assumes a look-up table based contedorithm as well as the PABB-TABB algorithm. Section 1V
system, where the body bias voltages must be pre-computegsents the results for ISCAS85 benchmarks synthesized on
so that they can be written into such a look-up table, so as@enm and 45nm PTM technologies [17]. Inferences drawn
be able to compensate for both one-time (process) varga#sn from this work are presented in Section V.
well as run-time (thermal) variations. In order to popultite
look-up table, this control scheme involves applying dfe
body bias voltages to the CUT (circuit under test), meagurin
the delay and the leakage, and thereby choosing the mosin this section, we provide an overview of the body bias
optimal configuration that meets the requirements. Exjpiggte control mechanism, and define the problem statement. Our
if there is a fine-grained distribution of body bias voltagegircuit block in consideration is a high performance digita
such enumeration schemes lead to a large amount of time spén®l system, whose frequency of operation we wish to
on a tester, and hence may not prove to be cost-effective. maintain at a constant value, under all operating condition
Thus, the main purpose of our work is to be able tBrocess parameter variations can alter the delay of theusri
efficiently determine the exact amount of bias required ates in the circuit, and hence can affect the overall opera-
achieve process and temperature compensation, and popuianal frequency of the system. Thus, we must compensate
the look-up table, such that the time spent on the testerfig process variations. Similarly, an increase in the oip-ch
minimized. We propose two methods to compute the final botiymperature can cause a reduction in the mobility of the
bias values, namely the PTABB (Process and Temperatetectrons and the holes, and an increase in the subthreshold
Adaptive Body Bias) algorithm and the PABB-TABB (Processurrent, on account of reduction in the threshold voltdgg,
Adaptive Body Bias-Temperature Adaptive Body Bias) algorhe delay of the circuit increases if the effect of mobility
rithm. Both these methods use mathematical models to exprdeminates and this phenomenon is known as negative tem-
the delay and leakage as functions of the NMOS and tperature dependence. The opposite effect, known as positiv
PMOS transistor body bias voltages. A two variable nonlinetemperature dependence [18], [19] is seen in low-voltage
programming problem (NLPP) is formulated and an optimize@perations, especially in the sub-90nm technologies dtieeto
is used to determine the configuration that meets the del@gduction inV;, with increasing temperature, and a subsequent
requirement, and thereby minimizes the overall leakage. increase in subthreshold current, that drives the gatésrfas
While the PTABB algorithm involves measuring the delaydowever, an increase in the subthreshold current impligeta
and leakage at sample points for each individual die twakage. Our algorithm applies to both these cases, which
WID-variational region, at each compensating temperathee require different kinds of threshold voltage compensation

II. BoDY BIAS CONTROL SYSTEMS
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Fig. 1. A generic ABB implementation architecture showihg structure of the WID-variational regions

namely FBB to increase the speed of the circuit, or RBB tmntrol circuit consists of a delay monitor, phase compuarat
decrease the leakage current, respectively. decoder, digital-analog converter (DAC), and such othecipr
Thus, our key idea is to ensure that we counter the effesibn hardware to automatically select the bias paif , vsp).
of process and temperature variations on the delay and #Héhough such schemes are self-adapting, and require ralnim
leakage of the circuit by body biasing our devices. Ourost-silicon testing, a few sample critical path replicaghh
experimental set-up assumes that the foundry is capablebef unable to reflect the exact nature of process and thermal
supporting a triple well process, enabling us to bias botlariations on the actual circuit, which consists of milkoaof
the N-well and the P-well, but the algorithm can be easilgaths. Experimental results in [11] indicate that a minimofm
modified for any other process. Further, we assume that thé critical path replicas per test-chip are required to eately
target frequency of operation is determined by simulatimdetermine the die frequency of microprocessors, for a 130nm
the circuit at the nominal temperature (sdy,= 50°C, for based process. The increased impact of process variations i
example), and ideal process conditions. The body bias paiub-100nm technologies is likely to require a larger number
denoted by 4., vs,), Wwhen applied to the body of the NMOSof critical path replicas to be fabricated per test-chiprnewre
and the PMOS transistors, respectively, meets the delag high level of confidence in the frequency measurements
requirement and minimizes the overall circuit leakage. THer a 65nm or a 45nm based design. This may lead to a
range of operating temperatures, and the extent of procesbstantial area overhead. Further, if the test circuédane,
variations, over which we are able to successfully bias titleey measure their own variations, which may not be the
wells, each depends on the minimum and maximum limigame as that of the actual circuit. Thus, the additional area
imposed on the body bias voltages themselves, due to dewiserhead imposed by the number of critical path replicas and
physics restrictions. Additionally, the maximum amount dfheir inaccuracies, coupled with the need for PVT (process,
body bias is also constrained by the permissible leakaggediudvoltage, and temperature) invariant hardware, call fotebpet
of the circuit block, since FBB reduces the delay at the egpercontrol mechanisms.

of Ian Increase |n_lth3 Ieaka_lgea 'Il;he exact _resolut|on_ of bI"]‘SA viable alternative to the critical path replica based coint
vo(’;ages. IS prr]|mar| yI etermine yt;:_onsglalnts I?'n gﬁme_ng_;at system is the look-up table based control system. In thig,cas
and routing these voltages to every biasable well in thauitirc every block is equipped with a look-up table [3], [16] that

can store the bias valuesyf, vs,). These are the precom-
A. Overview of the Control Systems puted optimal values that can compensate for thermal and
. Sprocess parametric variations. Each entry in the look-bfeta
égrresponds to a different temperature point. These srdrie
calibrated off-line through post-silicon measuremenith the
id of an efficient algorithm, i.e., using software. The lagk
ble is assumed to be built using a simple ROM like strugture

necessary to ensure that the requisite voltages are skleate
either be built using a critical path replica based contystam
or a look-up table based control system. The hardware gn-c

control set-up, as built in [3], [11], requires a test stuet and is populated during post-silicon testing. When theudtiis

in the form of cnitical path replicas, which is expected B operation, the entries in the look-up table are keyeddase

accurately reflect the behavior of the entire circuit, and tréhe operating temperature, which is measured by a temperatu

impact on delay and leakage due to on-chip variations. T &nsor, as shown in [16]. The output of the table is fed to

IThe actual voltage applied to the body of the PMOS transistofy,, —  the body bias network to generate and route the appropriate
vy, ), WhereV,, is the supply voltage. voltages, thereby providing run-time compensation.
» y p



The look-up table based control system eliminates themperature variations, using minimal tester measuresnent
various issues associated with using critical path replas. Our work tackles this problem, and we devise two different
test structures, to capture the effect of process and therralgorithms to determine the body bias voltages in order to
variations, on the entire chip. Since the body bias voltages populate the look-up table using minimum number of tester
already precomputed, they may be immediately applied to threasurements. These algorithms are based on mathematical
entire chip, to compensate for on-chip temperature vanati models for the delay and leakage of the circuit block, and
without affecting the run-time operation. An overall atelesi are characterized based on minimal tester measuremerds. Th
tural implementation of this control scheme is explainethen performance of these algorithms is compared with a slower
next subsection. enumeration procedure that is always guaranteed to yield th

Further, the effect of voltage variations, as well as agiag,
be incorporated by adding appropriate sensors, and intiogu
an additional entry, i.e., supply voltagé/ (), along with
vy, and vy, to the look-up table. The algorithms can be

modified accordingly, to determine the optimal body biagnd
and supply voltage configuration, to overcome the effects BtI'A

process and thermal variations, and temporal degradation
practical example of a system that uses the above scheme,
compensates for PVT variations, as well as aging, is seen in
a 90nm-based design in [20].

optimal solution, if it exists.

Ill. ALGORITHMS FOR PTABB

In this section, we explain the enumeration procedure,
the mathematically assisted ABB algorithms, namely the
BB and the PABB-TABB algorithms for determining the
%%%y bias voltages, in order to populate the look-up table.

A. Enumeration

B. Implementation

Algorithm 1 Enumeration Lraz, T's, Ustep)

. . . L . 1. {Lmaz = Leakage budget for the circjit
In this subsection, we provide a circuit implementatior: ET 9 g y

s = Set of temperatures at which we are compensating for i@r&t

overview for the look-up table control scheme based bod§: {There is one entry in the look-up tabid™ € T's}
bias compensation network. Considering WID-variatioms] a 4: Simulate the circuit with zero body bias’at="1 (nominal temperature),

assuming that both the N-well and the P-well can be body.
biased, we propose an implementation as shown in Fig. &.
The chip is partitioned into several WID-variational reggp /-
each of which must be compensated independently. Our ing-
plementation assumes a central body bias network capabla®f
generating the requisite voltage to each block. Altermdyiv 10
each block may have its own body bias generation a@ég
distribution network. Each WID-variational region is egpéd  13:
with a temperature sensor that is capable of tracking vanist igf
in on-chip operating temperature. The temperature senggr
references a ROM, that stores thg,(, v,,) values for each 17:
compensating temperature, in the form of a look-up tabalif
The output of the look-up table feeds the central (or loca).
body bias generator, and accordingly generates the retjuige:
voltages. These voltages are then routed to the corresppndi®
N and P wells. The NMOS and PMOS body bias voltages:
may be applied by external sources during testing. Ongg
the final voltages are determined, and the look-up table hix

been populated, the switches can be closed and the requisgte

voltages required for compensation are supplied from the 019:

chip body bias generation network. g(l)f
32:
C. Problem Satement 34315

While the look-up table based control circuit describegb:
above has minimal area overhead, the key to this appro%@h
lies in the efficiency of the software that generates theagalt 3g:
values that must be written into this table. Unless this @roc39:
dure is carefully devised, it could lead to a large amount éﬁ
tester time, especially for a batch processing unit, suchas '

with ideal process parametric variables to obtain its ddley
for eachT € Ts do

{On-chip temperature of the CUT £}
Apply (Ubnma:c ) prmaz) to the CUT.
Measure the best-case delBvynmaz, Vopmaz)
if D(vbnmaza prmal‘) 2 D~ then
{Maximum FBB cannot meet delay; reduce the target frequeficy o
operation}
Choose target dela®*, s.t. D(vpnmaz, Vopmaz) < D*
end if
Lmin = 00
{vstep is the minimum resolution of bias that can be appled.
for v, = Vpnmae: —Ustep: Vbnmin do
for vy = Vppman: —Vstep: Vbpmin dO
Apply (vpy,, vpp) to the CUT at temperaturé.
MeasureD (vyy, , vbp) and L(vyy, , vpp) ON the tester.
if D(’Ubnvvbp) < D* then
{Feasible solutioh
if L('Ubn-,vbp) S Lomin then
Solution =(v4,, , vy )
Lppin = L(Ubnvvbp)
end if
else
break
{Lower values ofv,, do not meet delay.
end if
end for
if D (Vb , Vopmaz) > D* then
break
{Lower values ofv,,, do not meet delay.
end if
end for
if Lmin > Lmaaz then
{Leakage exceeds budget; must operate at a lower freqgency.
Increase target delalp* iteratively.
Go to line 9.
end if

end for
Populate look-up table witfwy,, , vy,,) for eachT € T’s.

ufacturing of microprocessors or ASICs, where the test time

and time to market are extremely crucial. Thus, the crux of The task of enumeration is to traverse through the entire
the problem lies in developing an efficient way of calculgtinsearch space and find the optimal solution, i.e., the salutio
the body bias voltages that can compensate for process #mt meets the delay requirement, and thereby has minimal
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leakage. However, since it is infeasible to find the delay amdmpensatory points depend on the exact nature of the gircui
leakage over all possible values@f, andwv,, we discretize and the extent of variations that can be tolerated. Thudgwhi
the voltage levels and perform the enumeration over a lanitenumeration is guaranteed to yield the correct solutioa, th
set of values. Further, such a discretization is essemiiate cost incurred in terms of the number of tester measurements
the body bias generation network is itself capable of gaimgra required to populate the look-up table is extremely highk-ma
only fixed number of voltage levels. The maximum amourhg it an expensive proposition if andk are large. However,
of FBB that can be applied is restricted by the diode turb must be noted that the run-time is actually dependent on
on voltage of the source-substrate junction and is procefise nature of the solution. If process variations have dhuse
dependent. The minimum resolution of voltage that can lbiee devices to become slower, and if we are determining the
applied is set by the designer and is constrained by the blas values at som& > T, (assuming negative temperature
generation network. dependence), then it is possible that the solution liesectos

A method for determining the values of the optimal bia&ynmaz, Vspmaz), @and hence the procedure converges to the
pair points (s, vs,) is shown in Algorithm 1. We wish to final solution in only a few iterations of the loops in lines 15
operate the circuit at the highest possible frequency, @&nddn and 16.
the desired delayD* of the circuit under test (CUT), is
pre-determined by amulation at the nominal temperature, . Mathematically Assisted ABB Algorithms

under ideal process conditions. The delay of the circuiteun

the influence of process and temperature variations is nowVhile the enumeration algorithm is very accurate, a large
measured on the tester, with the N-well and the P-well fodwaPUmber of delay and leakage measurements may be required
biased to the maximum extent, i€y, = vymae, andvy, = before obtaining the final solution, and the cost incurred in
Ubpmaz- ThiS is the minimum delay of the circuit achievabldeSting may be extremely high. Hence, we seek algc;rlthms
using body bias. This step is performed to ensure that traydeVhich have a lower run-time as compared with thén")
of the circuit with maximum FBB is less than or equallis. enumeration procedure. In this subsection, we explore two
If the maximum applicable bias fails to meet the targétUCh efficient algorithms that can reduce the run-time of the
delay, i.e., if the effects of process and temperature tiaria P0dy-bias voltage selection process, without much loss in
on the delay are so drastic, that they cannot be negated@puracy. Our algorithms are based on a simple nonlinear
applying maximum FBB, the operational frequency of thBrogramming problem (NLPP) formulation that requires the
circuit block must be reduced. Otherwise, we set this as dster measurements for delay and leakage at fewer sample
initial solution and seek solutions better th@h,maz , Vspmas ) points only (in comparison with the enumgratlon algorithm)
within the search space, SiN€€ynmaz, vbpmaz) has a high The mathematically assisted ABB algorl'_[hm_s are based_on
leakage overhead. Each of the bias pair points is applied@dels for the delay and leakage of the circuit as a function
the CUT, and the delay and leakage values are measurddthe body bias voltagesy;, and v,,. Since analytical

Since the delay increases monotonically with decreasimty bo®XPressions that can quantize the effect of body bias on the
bias, if a bias pair(vs,1,v,y1) does not satisfy the delaydelay and the leakage at the circuit level do not exist, we use

requirement, all bias pairs withi(, < v,n1) and @y, < vy,;) POIYNOmial best fit curves to realize these models. Simuati

fail to meet the delay requirement and hence can be direcifpults show that second order polynomials in bath and
eliminated. Thus, the search space can be effectively prurfies Provide a reasonably accurate model of the delay and the
during run-time. Eventually, the bias pair point that mebts 0garithm of the leakage. Thus, we have the expressions

delay requirement, and has the minimum leakage, is chosen 2 2 o
as the optimal solution. If the leakage of the block exceeds D(vpn,vep) = Do > aijvg,vp, 1)
the allocated leakage budget, then it implies that the amoun i=0 j=0

of FBB required to meet the delay specifications causes the
leakage to go beyond permissible limits, and the final sofuti
is infeasible. Hence, we must decrease the target frequemdyere Dy, and L, are the delay and leakage values at the
such that lower amount of FBB can meet the delay, and theraliyen operating temperature, and process conditionsowith
the leakage budget as well. The exact amount by which they body bias. Note that the coefficients in and L can
target delayD* must be increased depends on the topology bé obtained by simulating the circuit at well-spaced sample
the circuit and may be determined iteratively, by enumecati points. The desired accuracy for these curve-fitted exjomess
and checking to see if the final solution meets the leakadetermines the number of points chosen to obtain the best-
budget or not. fit curve, although a minimum of nine points is required to

It can be seen that if there aredifferent voltage levels for uniquely determine the ning;; and theb;; unknowns. These
both vy, andwvyy, the run-time is given by the time taken toterms can be easily computed by using polynomial curve-
iterate through the loops in lines 15 and 16, and is henceeof fiitting techniques.
orderO(n?). If there arek different temperature compensatory In order to evaluate the accuracy of the model with respect
points, then the run time expressed in terms of the total mumio actual data, the delay and leakage values computed using
of tester measurements that must be performed per WIibe model in Equations (1-2) with nine sample points, are
variational block, is of the orde©)(kn?). The granularity compared with the values from SPICE based simulations,
of the body bias voltages, and the number of temperatureer differentv,,, andwv,, values. The results indicate that on

L(vpn,vpp) = LOeZ?:U 3o bisvh, iy (2)
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average, the delay and the leakage (logarithm of the ledkadégorithm 2 PTABB (Lyaz, Ts, Ustep)
computed using the model fall within 2-3% of the actual valuel: {Lma. = Leakage budget for the circjit

obtained through simulations. Further, the models prestre 2 {1s = Set of temperatures at which we are compensating for iant
- . 3: {There is one entry in the look-up tabi&” € Ts.}
monotonicity of the delay and the leakage curves, with relspes: simulate the circuit with zero body bias&t= 7, (nominal temperature),

to increasing body bias values. with ideal process parametric variables to obtain its dely
. 5: for eachT € Ts do
The NLPP can now be formulated as: {On-chip temperature of the CUT %}
ApplY (Vpnmaz s Vopmaz) t0 the CUT
Measure the best-case delBvynmaz s Vopmaz )
if D(Vbnmaz: Vopmaz) > D* then

6
L 2 2l i 7:
minimize L(vy,, vpp) = Loe>i=0 2=0 %% (3) g
9

subject to 10: {Maximum FBB cannot meet delay; reduce the target frequeficy o
5 o operation}
o ‘ 11: Choose target dela®*, s.t. D(vpnmaz, Vopmaz) < D*
D(vpp, vpp) = Do Z Z a;;vl vl < D* 12:  end if
) P J%bn Y bp (v +v )
=0 j—=0 13: for vp, = Vpnmin | SmmintVbnmaz) .y, dg
hpmin TVbpmax
Ubnmin S Ubn S Ubnmaz 14: for Vop = Vbpmin s 2U'[ ) * Vbpmaz do
15: Apply (vyy,, vpyp) to the CUT
Vbpmin < Vhp < Uppmaz (4) 16 MeasureD (vp,, , vpp) and L(vy,, , vp,) 0N the tester.
] ) ) ) ] 17: end for
where D* is the desired delay constraint on the circuit undesB: end for N _ '
all Operating conditions. The above problem can be easfiy: Compute coefficients for delay and leakage in Equatidhsutd (2).

. . S . . 20:  Formulate NLPP and solve fovg, .. vbp py )-
solved using a standard nonlinear optimizer to obtain tha firb;.  gpap voltagesvf, ... vy ..) 10 discrete grid points (nearest .,

values of {,, vy,). We now present two different algorithms value) using heuristic.

using the above framework to determine the body bias vcrtta%5 {Final voltage pair denoted b, , vy ).}
. ComputeLnin = L(vpp, vep)

for process and temperature compensation. 24: if L(vpn,vby) > Lmaa then
1) PTABB Algorithm: The PTABB (Process Temperature2s: {Leakage exceeds budget; must operate at a lower freqgency.
Adaptive Body Bias) algorithm solves the problem of optim%?f ggrfoaﬁre]etagget dela* iteratively.

voltage selection by assuming a continuous search spacegn end i

(vpn, vbp). However, since the final solution can take onlg9: end for _

a finite number of values (multiples af,.,), we propose 30: Populate look-up table wittv,,,, vy,) for eachT” € Ts.
a heuristic to discretize the results obtained. In the PTABB

approach, the delay and the leakage values are measured at

different well-spaced points along the,{, vs;) grid, and the the run-time for the entire process is of the ordgfkm?),
coefficients in Equations (1) and (2) are computed. The NLRfhere# is the number of temperature points at which we are
is then solved and the final body bias pair is determinegompensating for variations. Sinee is generally less than,
The process is repeated for each compensating temperatfg.run time of the PTABB algorithm is better than that of
The procedure is described in Algorithm 2. The algorithm ige enumeration proceddreHowever, unlike the enumeration
similar to the enumeration procedure described in Algatithprocedure, which rapidly computes the final solution if it
1, except that the doubly nested for-loops and subsequgag close t0(Vhnmaz, Vhpmaz ), the run-time of the PTABB
computations in lines 15-34 of Algorithm 1 are replaced bylgorithm is always fixed, since each circuit block requires

simple measurements (lines 13-18 of Algorithm 2), followeghe same number of tester measurements to characterize the
by solving a two-variable NLPP to determine the optimalelay and the leakage functions.

configuration. Note that the outermost for loop that runs for 2) PABB-TABB Algorithm: Although the PTABB algo-
eachT’ € Ts is exactly identical to that in Algorithm 1. i significantly improves the run-time, it requires a inin
Unlike the enumeration procedure, the PTABB algorithmg,m of nine measurements at each compensating temperature.
assumes a continuous search space. Hence the final soluigiges, it may be time-consuming to test the CUT at each of
must be snapped to the discrete grid space. Three optiosts &¥{e 1. different temperature values. Hence, in order to further
for snapping, namely: reduce the time spent on the tester, we propose the PABB-
1) Snap bothy,, andwy, to the next higher voltage. TABB algorithm. The algorithm is based on the key observa-
2) Snapwy, to the next higher voltage while,, to the tion that the effects of process and temperature variations
nearest lower voltage. the circuit delay can be orthogonalized.
3) Snapuw, to the next higher voltage while,, to the pecoupling Process and Temperature Variations: The delay
nearest lower voltage. of a gate can be expressed as the time taken to charge or
The delay and leakage of these three points are compared disgharge its capacitive load, and is given by:
the best solution is chosen. As seen from the results in the
next section, the above heuristic gives accurate solutions D= CrVad (5)
It is clear from the algorithm that a minimum of nine tester Towg
measurements are required for characterizing the delajhand
leakage models. In general, the number of tester measutemenz” n is comparable withm, there may not be much savings obtainable
. 5 . with using PTABB algorithm. However, using a resolution oénely three
is equal tom?*, wherem is the number of sampley, /vy,

! ] or four different values fomwy,, /vy, in the body bias generation network is
values at which we are measuring the delay and leakage. Thaer unlikely, and hence: can be assumed to be smaller than




wherel,,, can be written as: approximation is valid since the range of delay values that c
w be compensated by ABB is not very large, and hence such an
Iowg = ,uC(,xf(Vgs — Vin)® (6) approximation does not lead to a significant loss of accuracy
_ ) We will support this by showing the results obtained through
using the alphg-power law model. Note thais a function of ;,yl1ations on a ring oscillator.
temperature given by: Ring Oscillator Smulations: The validity of the above
y= 4 p @) approximation is shown using Monte Carlo simulations per-
kT formed on an 11 stage ring oscillator at various temperature
Further,V;;, is given by: and process corners, for a 65nm technology [17]. The results
are shown in Fig. 2. The data is collected through a Monte
Vin = Ving +7(V Vs — 20r| — /| — 20r)) Carlo simulation for 600 different simulation points thatie-
drin <NA> spond to varying values df;;,, (threshold voltage of NMOS
i transistors),V;, (threshold voltage of PMOS transistors),
2¢eN, L.s; (effective length of the transistors), afid All variables
andy = C—OT (8) are assumed to be uniformly distributed withy,,, ranging
. / S from 0.415V to 0.431V (mean valye= 0.423V),V;;,, rangin
The Vs, term in the above equation is given by from —0.373V to —0.35§v,( = —0.%‘?55V),L6 ; f)ratﬁging from
4eqN adbs 0.064umto 0.066um (= 0.065um), and” from 30 to 70C (u
Vine = Vpp+os+ . = 50°C). The percentage error in estimating the delay using
kT <NA> - Equation (12) is computed with respect to the actual delay

whereg¢r

wheregs = —In (9) values without this approximation, and the data is grouped
a into different percentage bins. The number of simulation
In Equations (5-9), the symbols have their usual meaningsints lying in each bin is plotted in the graph. As seen
[21]. from the figure, the error iM\D(P,T) evaluated using the
Note that while the operating temperature affects the mgpproximation in (12) as against the actual simulationltgsu
bility term in Equation (7), and thes term inV;y,, random (i.e., AD(P,T) = D(P,T) — D(P,,Ty)) ranges betweer
fluctuations during deposition affect the dopant concéioina 1.36%, thus supporting the validity of the approximation in
Ny, and changes in device geometry due to proximity effects2).
in photolithography [1] affect,,, W and L. Thus, it can

n;

be seen that process variations and thermal variationscimpa 45
different parameters, and hence their effects are uneoect| 200
In other words, if the process parameters are represented as I
a lumped vecto®P, and temperature by, then the delay of £ %
the circuit can be represented by the functio(P, T'), where g 30r
the elements oP, andT' are independent variables. Apply- © 25
ing a Taylor series approximation about the pdiR, 7y), 9 50l
which corresponds to the ideal process and nominal opgratin £
temperature case, we can write: uf-: 157
aD S 10}
D(P,T) ~ D(Pg,Ty) +vpD AP + — AT |
(Po,Th) dT (Po,To)
(10) s -1 -0.5 0 0.5 1 15
Further, assuming a locally linear approximation arounal th ' Percentage bins in steps of 0.1% '
vicinity of (Pg,Tp), the delay at any other poitiP,7}) is
given by: Fig. 2. Error in estimating the delay of the ring oscillatasing Equation
(12). The values in x-axis represent the percentage bingdejps sof 0.1%:
D(P1 Tl) o D(PO.TO) ~ [D(P1 To) o D(PO.TO)] + [-1.4,—-1.3)....[1.3,1.4). The y-axis plots the number of simulation points

lying in each bin.

[D(Po,T1) — D(Pgo, T5))(11)

The above equation can be re-stated as: PABB-TABB Computations: The decoupling of delay into
process and temperature-dependent components enables us

AD(P,T) ~ AD(P)|T:T0 + AD(T)|P:P0 (12) to consider the effect of process and temperature varmtion

where AD(P,T) is the increase in the delay around théndependently of each other, compensate for them sepgratel

nominal valueD (P, T,), AD(P) the increase in the delayand finally merge the values. In other words, we can treat the

due to process variations only, andlD(T') the increase in given problem as two independent sub-problems:

the delay due to thermal variations only. Thus, the change ine Compensation for process variations (PABB) at nominal

the delay at any point can be expressed as the sum of the operating temperature.

changes in delays due to process and temperature variations Compensation for temperature variations (TABB) at ideal

evaluated independently of each other. Note that the above process conditions.



For a given WID-variational block, and for a certain temAlgorithm 3 PABB-TABB (L,.0x, T's; Ustep)
perature, each of these compensations provide one pair Bf{Lma. = Leakage budget for the circjit

; 2: {Ts = Set of temperatures at which we are compensating for i@t
bOdy bias values that can be representedva,gp(vbpp) and 3: Simulate circuit with zero body bias @& = T, (nominal temperature)

(Vbnr s Vbp, ), TESPECtively. The final body bias voltages _th‘?t and ideal process conditions to obtain its delay.
can compensate for process as well as temperature vasatiagn At the nominal temperaturgy, measure the delap, and leakage. of

h : PR the CUT on the tester.
can be computed using the following equation: 5: Apply maximum body bias to the CUT.

6: Measure the best-case delBvy,maz, Vopmaz)

Vonpr = Ubnp ¥ Ubng 751 D (0bmas: Vhpmaa) > D" then
Vbppr Vbpp + Vbpye (a3) s ({)I;)/I;);ltrirg;r}n FBB cannot meet delay; reduce the target frequericy o

In the above equation, we assume that the final body bi& Choose target delai)*, s.t. D(vonmac; Vopmaz) < D*.

voltages after addition still satisfy the upper and lowents %" feor:dv'f R C

imposed by device physics restrictions. The proof of this,. forbzbfzbzl:m_'  Gopmiatvpman) | g

equation is provided in the Appendix. 13: Aprz;ly (Ub;;:r;:;) to the CUT at tempel’g{&?@zo.
Summary of the Algorithm: Based on the above discussion}4: MeasureD (vpy, , vpp) and L(vpy, , vpp) ON the tester.

the PABB-TABB algorithm can be outlined as follows: 15:  end for
16: end for

We split the original problem of finding the body bias;7. compute coefficients in delay and leakage from Equatiahsand (2),
pair at every compensating temperature point for each WID- respectively.
variational region into two independent problems, namef: Formulate NLPP and solve fovy, ., vey )-
. . ", : ComputeLnin = L(Vpnpp, Vopp )
temperature compensation at ideal process conditionsB)AByq: it 1, > ... then
and process compensation at nominal operating temperatiire {Leakage exceeds budget; must operate at a lower freqgency.
(PABB). Note that TABB involves deterministic simulationsgf g‘grf:ﬂ‘;eta;get delah™ iteratively.
and can hence be performed at design time, prior to manufag- gnq if '
turing. While the nonlinear programming approach as oedlin 25: for eachT € T's do
in Section I11-B.1 can also be applied to the TABB case, tf@f 5}’e‘°°m5“t¢”b;3a$w) o)+ (Bome O
body bias voltagegis, , vy, ) can simply be computed usingzs: it v ‘orvr)  outside iritsthen "
the enumeration algorithfras outlined in Section IlI-A, for 29: Legalize by solving fofvy,, ;. , vbp ) USiNg (14) and (15).
better accuracy at the expense of larger simulation times. 30: endif . o
. .~ 31: Discretize by snapping to nearesgt., value (grid point).
For the TABB sc_heme, we perform one set of smula‘qor@ {Final solution denoted byvy, . vy,,). }
at each compensating temperature, in order to charactbgze3s: end for
delay and the leakage polynomials in Equations (1-2). Sin¢é: Populate look-up table witfwy,, , vy, ) for eachT € 7.
the polynomials consist of nine unknowns, nine simulations
over different values oby,, andwv,, are performed, and these
polynomials are characterized. This step can be performsubject to

before fabrication, since it is performed on a “nominal dasj

* UVbnmawz do

i.e., assuming no process variations, to precompute theesal D(vony s vep,) < D
of (UbnT ) pr’T‘)' D(Ubnp ) prp) < D*

While the TABB scheme does not require any tester mea- Vbmmin < Upny < Vbnmas
surements, the PABB approach involves one set of tester
measurements, i.e., a minimum of nine measurements, at the Vbnmin S Ubnp < Ubnmaz
nominal temperature to characterize the delay and leakage Ubn = Upny + Vbnp
functions in Equations (1) and (2), respectively. The \gi& Ubnmin < Vpn < Vpnmaz
(Vbnp,vbpr) CaN be computed by following the same method Ubpmin < Vbpy < Vbpmas
as outlined in Section 111-B.1, witl" = Tj. The final voltages
for each temperature are computed by adding the TABB Ubpmin < Ubpr < Vopmaz
voltages with the PABB voltages. Note that this process of Vbp = Ubpr t Ubpp
adding the individual voltages is physically valid only et Vbpmin < by < Vbpmaz (15)

final voltages lie within the bounds imposed by device phg/sic
restrictions, (i..,Upnmin < Vbn < Vbnmaz, aNd Vppmin < where D(vy, , Upp, ) @Nd L(vpn, , vep,) are the delay and

by < Vhpmaa). Hence, if the addition causes the voltages t§akage values from Equations (1) and (2) considering tempe
exceed the upper or the lower limits, a legalization procedi@ture variations only whileD (vsn ., vbp») @nd L(vpn , 0ppp)

is necessary to ensure that the final voltages are valid. TH& the delay and leakage values from Equations (1) and
legalization procedure formulates an NLPP with addition&?) With process variations only. The limit$,.,uin, Vsnmaz,
constraints, and forces the final voltages to lie within thets.  Vbpmin @nd sy, are determined by the process-technology

The NLPP is formulated as follows: used. The legalization procedure is a heuristic, and is Ijnost
o applied when compensating at high temperatures for the slow
minimize L(von,, , Vbp,») + L(Vony s Vops ) (14)  process corner, or at low temperatures for the fast process
3Note that in this case, the measurements on the CUT at vapioiats, as Cor_ner- The p_rocedure IS necessary be_cause In mos_t (.:alses the
stated in the algorithm are replaced by deterministic dirsimulations. optimal solution has RBB for NMOS in order to minimize



the leakage, and FBB for PMOS to restore the speed. Henb®s may be applied to speed up the circuits. At lower
for extreme process and temperature corners, the summingemperatures, since the nominal leakage is significantigto
Equation (13) may cause the voltages to exceed the limitsan the budget, the overhead due to forward body bias still
The complete algorithm is outlined in Algorithm 3. The finatloes not cause the leakage to exceed the budget. This control
solution must still be discretized, and the same heuristic mechanism is particularly desirable, since it leads to atieg

that used for the PTABB case can be used here. feedback at higher temperatures.

Time Complexity of PABB-TABB Algorithm: The key aspect  Thus, while the exact nature of entries in the look-up table
of the PABB-TABB algorithm is that it requires only onedepends on the temperature dependence of the circuit, the
set of tester measurements at the nominal temperatures sidelay of the circuit at any given temperature is a monotdlyica
the temperature compensatory terms are pre-computedgdudecreasing function af,,, andwv,, (within the limits of opera-
the design stage itself. Thus the run-time of the algorithtion). Hence, the optimal body bias selection algorithmskwo
is O(m?), wherem is the number of different,,, (or v,,) independently of positive or negative temperature depecele
points at which we are measuring the delay and leakagé, the circuit. For circuits that show negative temperature
since we require only one set of measurements at the nomidependence, as we shall see from the results in the next
temperature for process compensation. If we chomsas section, the amount of body bias required to compensate for
three, then the run-time is practically a constant. Theltesfi temperature variations increases with temperature.
the PABB-TABB algorithm, as explained in the next section
show that the method is accurate in terms of determining the

optimal body bias voltages, and thus provides a good run- IV. SIMULATION RESULTS

time/accuracy trade-off. In this section, we test the enumeration, PTABB, and PABB-
A summary of the three algorithms described above ®ABB algorithms by performing a series of simulations to
presented in Table I. determine the optimal body bias voltages, which are written

into the look-up table. Our experimental setup assumes that
. the test-chip consists of ten different ISCAS85 combinstlo
C. Temperature-Leakage Feedback in Circits benchmarks of various sizes. Further, the chip is partiibn
Traditionally, the delay of a logic gate increases with tenkych that each of these benchmarks is placed in a separate
perature due to the reduction in the mobilities of the eteetr w|D-variational region. Each of the ten WID-variational re
and the holes. The Ieakage of the circuit also ianeaseSg&;ns is equipped with a |00k-up table, and a temperature
higher temperatures due to the increase in the subthreshgd@lsor, as shown in Fig. 1. Simulations are performed on
conduction upon a decrease in the threshold voltage. Sifg@se combinational benchmarks, synthesized using SiS [25
the speed of the circuit decreases at higher temperatwes,  PTM [17] 65nm and 45nm technologies. We have chosen
control scheme requires the application of FBB to restore = 5(°C' as the nominal operating temperature, and the
performance. This causes an increase in leakage, which &@aply voltagel/,, as 1V, for both the technologies. A library
further increase the on-chip temperature, thereby leaditite consisting of 5 NOT gates, 5 NAND2 gates, 5 NOR2 gates,
possibility of a positive feedback loop culminating in thed 3 NAND3 gates, and 3 NOR3 gates, of different sizes is

runaway. considered for synthesis. We further assume that the range
However, it must be noted that a reasonably good nominal
design will not be at the edge of the strong temperature- TABLE I
leakage feedback point, and certainly not close to thermal PROCESSCORNERS
runaway due to process and temperature variations. Hdnee, T 65nm Technology 45nm Technology
control scheme presented in the paper is justified for a high Nominal | Fast | Slow | Nominal | Fast | Slow
Vina (V) 0.423 | 0.416 | 0.430 | 0.466 | 0.456 | 0.475

performance system. However, if the design is constraine%hp(v) 0365 0359 T 0371 0412 [ -0403 | 042

by power, reverse body bias may be applied at higher temg_; ,(um) | 0.065 | 0.064 | 0.066 | 0.045 | 0.044 | 0.046

peratures to recover leakage, at the expense of a reduction

in speed. Under such schemes, our algorithms determine

the least amount of reverse body bias, sufficient to ensiffePody bias voltages that can be applied to the bodies of

that the leakage is within budget, thereby still maximizin§’®¢ NMOS and PMOS devices is0.4V to 0.4V. In order to

performance. demonstrate the ability of the algorithms to compensate for
Further, with technology scaling, and the rising impact ¢émperature variations, the benchmarks are simulated at

subthreshold conduction, the decreas&inwith temperature 35°C, 7' = 50°C, and " = 65°C'. Similarly, the impact of

may dominate the decrease in the mobility of devices, aR§CCESS variations is simulated by altering #he of both the

therefore lead to a trend, where the circuits run at high®MOS and the PMOS devices, atd;; of all transistors, as

speeds, at increasing temperatures. This scenario is knd#Wn in Table II. The effect of process variations is sirteda

as positive temperature dependence or inverted temperafi choosing the parameters for the “fast” and “slow” process

dependence [22]-[24]. Under such circumstances, at higlgéfners as follows:

temperatures, reverse body bias may be applied, withost los1) +1.5% variation inV;;, and V;,, over the nominal

in performance, thereby ensuring that the leakage is within  values for 65nm technology, angt2% variation for

the budget. Similarly, at lower temperatures, forward body  45nm technology.




TABLE |
SUMMARY OF THE ALGORITHMS (n = NUMBER OF BODY BIAS VOLTAGES, m = NUMBER OFvbn/pr VALUES FOR INTERPOLATION & = NUMBER OF
TEMPERATURE COMPENSATORY POINTE

Enumeration PTABB Algorithm PABB-TABB Algorithm
Accuracy Highest Intermediate Lowest
Search Space Discrete Continuous Continuous
Run Time Slowest Intermediate Fastest
Complexity (Number of tester measurements) O(kn?) O(km?) O(m?)
Tester Measurement Points Each compensatory temperatufeEach compensatory temperatufe Room temperature

2) 1nm variation isL.y for both 65nm and 45nm tech-determined using the enumeration algorithm (Algorithm 1)
nologies. from Section IlI-A, with vs., = 0.05V. This represents the
Our goal is to determine the final body bias voltagedlobally optimal solution, which we call the “golden” sailoi.
using the algorithms described in the previous sections@hdn order to determine the coefficients of delay and leakage in
voltages can then be written into the look-up table, which fgauations (1) and (2) for the PTABB algorithm (Algorithm
our case consists of three rows and three columns as shanthe delay and leakage values are measured at nine differe

in Table IlI. points, such that,,, = [-0.4,0,0.4] andwvy, = [-0.4,0,0.4],
respectively. The coefficients are determined by perfogmin
TABLE Il second degree polynomial interpolation. The NLPP is solved
STRUCTURE OF OURLOOK-UPTABLE in Matlab [26], and the final values are snapped using the
1 Ybn_| Ybp heuristic presented in Section I1I-B.1.
ggog In order to determine the body bias voltages using the
oo B E— PABB-TABB algorithm, the process compensating values are

first determined by using the NLPP formulation as outlined
in Equation (3). The delay and leakage values are measured

Based on the values in Table Il, the performance spreatlnine well-spaced points as indicated above, at the nomi-
for the benchmarks is computed. Simulations are performedl temperature, for the given process corner. The NLPP is
at the following nine different operating points, represen solved to obtainp., ., vs,, ). Similarly, the delay and leakage
as ordered pairgP,T), where P represents the processvalues are measured at the nominal process corner, at each
corner, and’, the operating temperatureid’: (Nominal, 35), temperature, and the NLPP is solved to determine the bias
(Nominal, 50), (Nominal, 65), (Fast, 35), (Fast, 50), (F&8), pair (U, ,vsp,). The values are then added using Equation
(Slow, 35), (Slow, 50), and (Slow, 65). The delay and leakag&3), and a legalization procedure (Algorithm 3) is calléd i
of the benchmarks at these points are computed for the NBBher of the voltages is- 0.4V or < —0.4V. The bias values
(no body bias) case. The delay of the circuits is minimum ate then snapped using the heuristic in Section I1I-B.1.
(Fast, 35) while (Slow, 65) corresponds to the slowest caseTen different benchmarks of varying sizes are thus simdlate
The leakage of the benchmarks is lowest at (Slow, 35) aadd the optimal body bias values are computed. The average
highest at (Fast, 65). The variation in delay and leakageg, and v,, values returned by each of the algorithms is
computed withT" = 50° C, and nominal process corner asabulated in Table IV for both 65nm and 45nm technologies. It
the mean value. The benchmarks show an averagel@ can be seen that for most cases, the average values retyrned b
variation in delay and 0.52X to 1.87X variation in leakage fathese algorithms closely match the golden solutions retdirn
65nm technology, aned:12% variation in delay and 0.48X toby enumeration. Over the range of operating temperatures
2.67X variation in leakage for 45nm technology. Note that thconsidered, the benchmark circuits show negative temrerat
variations are expectedly larger for the 45nm technology, dependence. Hence, with increasing temperature, the amoun
compared with the 65nm technology. Such a widespread rangebody bias required to compensate for temperature varia-
of variations calls for post-silicon tuning through ABB. tions, at a given process corner, increases with temperatur

As it will be seen from the results in Table V, ABB isas can be seen from Table IV.
capable of meeting the delay requirement for each of theseThe complete set of results for the largest benchmark C6288
cases. The optimal solutions for the extreme cases ((Slagv,shown in Table V for both 65nm and 45nm technologies.
65) and (Fast, 35)) both lie within the limits of permissibl&he data in the rows titletlominal represents the delay and
body bias voltages. This ensures that our region of operatithe leakage at the ideal temperature and process condlitions
is well defined, providing means for optimization, and thgre and is hence the same across all columns for a given technol-
guarantees feasible solution at all simulation points. sSThuogy. The entries in the rows titledBB indicate the delay and
ABB can recover up to 13% variations in delay for 65nnthe leakage at the given operating corner for the zero body
technology, and up to 16% variations in delay for 45nrhias case. Either the delay or the leakage is greater than its
technology. corresponding nominal value, implying that there is a need f

For each of the benchmark circuits, the optimal solutiocompensation to ensure optimal performance. The rowsl title
(ven, vpp) that meets the delay requirement and minimizes tligumeration tabulate the delay, leakags,, andwv;, returned
leakage at the given process and temperature corner, is fingtthe enumeration algorithm. Each of these values reptesen
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TABLE IV
AVERAGE vy, AND vp;, VALUES (IN (V)) FORISCAS85 BENCHMARKS

65nm technolog 45nm technolog
Nominal Fast Slow Nominal Fast Slow

Algorithm T 35 65 35 50 65 35 50 65 35 65 35 50 65 35 50 65
Enumer- vpn, | -0.28 | 0.02 | -0.39 | -0.28 | -0.16 | -0.20 | -0.02 | 0.38 [ -0.31 | 0.06 | -0.40] -0.39 | -0.31 | -0.18 | 0.10 | 0.39
ation vy | -0.11] 032 | -0.24 | -0.06 | 0.16 | 0.07 | 0.28 | 0.40 | -0.07 | 0.28 | -0.35 | -0.05 | 0.20 | 0.10 | 0.25 | 0.37
PTABB vpn | -0.27 | 0.07 | -0.40 | -0.27 | -0.13 | -0.18 | 0.05 [ 0.31 | -0.30 | 0.09 | -040 ] -0.39 [ -0.24 | -0.23 | 0.07 | 0.37
vpp | -0.11| 027 | -0.23 | -0.04 | 015 | 0.09 | 0.22 | 0.40 | -0.08 | 0.29 | -0.32 | -0.04 | 0.14 | 0.15 | 0.26 | 0.40
PTABB vpn | -0.26 | 0.10 | -0.40 | -0.26 | -0.10 | -0.17 | 0.09 | 0.34 | -0.28 | 0.11 | -0.40 | -0.40 [ -0.23 | -0.22 | 0.09 | 0.39
Snapped vpp | -0.10| 0.27 | -0.21 | -0.04 | 0.15 | 0.10 | 0.21 | 0.40 | -0.08 | 0.30 | -0.30 | -0.02 | 0.14 | 0.14 | 0.26 | 0.40
PABB-TABB | Vbn -0.38 | -0.05| -0.40| -0.39 | -0.21 | -0.21 | -0.07 | 0.23 | -0.39 | -0.03 | -0.40 | -0.40 | -0.31 | -0.23 | -0.08 | 0.34
vy, | -0.03 ]| 0.36 | -0.28 | 0.03 | 0.23 | 0.10 | 0.30 | 0.40 | -0.01 | 0.40 | -0.39 | -0.04 | 0.26 | 0.18 | 0.38 | 0.40
PABB-TABB | v, | -0.37 | -0.04 | -0.38 | -0.38 | -0.20 | -0.21 [ -0.07 | 0.25| -0.39 | 0.00 | -0.40 | -0.37 | -0.31 | -0.23 | -0.07 | 0.36
Snapped vpp | -0.03| 0.36 | -0.27 | 0.04 | 0.25 | 0.12 | 0.33 | 0.40| 0.01 | 0.39 | -0.35 | -0.04 | 0.28 | 0.20 | 0.39 | 0.40

TABLE V
SIMULATION RESULTS FORC6288:1" IN (°C'), D IN (ps), L IN (uW ), vy, IN (V), vpp, IN (V)
65nm technology 45nm technology
Nominal Fast Slow Nominal Fast Slow
T 35 65 35 50 65 35 50 65 35 65 35 50 65 35 50 65

D* 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126

Nominal L* 25.77 | 25.77 | 25.77 | 25.77 | 25.77 | 25.77 | 25.77 | 25.77 | 28.98 | 28.98 | 28.98 | 28.98 | 28.98 | 28.98 | 28.98 | 28.98

D 3822 | 4361 | 3957 | 3879 | 4133 | 4054 | 4333 | 4648 | 3842 | 4480 | 3544 | 3781 | 4041 | 4144 | 4484 | 4805

NBB L 20.18 | 32.42 | 30.40 | 38.62 | 48.25| 13.35| 16.99 | 21.41 | 22.96 | 35.98 | 50.72 | 62.88 | 76.68 | 13.93 | 17.67 | 22.10

D 4070 | 4074 | 4063 | 4059 | 4067 | 4065 | 4079 | 4072 | 4094 | 4118 | 4116 | 4089 | 4098 | 4099 | 4110 | 4104
Enumer | L 7.64 | 54.95| 6.83 | 16.34 | 40.52 | 9.49 | 24.68 | 120.07 | 9.17 | 59.64 | 8.94 | 20.33 | 47.02 | 10.45 | 32.39 | 142.33
-ation vp, | -0.30 | -0.05 | -0.40 | -0.35 | -0.15 | -0.15 | -0.05 0.35 -0.30 | 0.05 | -0.40 | -0.35 | -0.30 | -0.15 | 0.10 0.40

vy | 010 | 035 | -0.25 | 0.00 | 0.15 | 0.05 | 0.30 0.40 -0.05 | 0.30 | -0.35 | -0.05 | 0.20 | 0.10 | 0.25 0.40

D 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126
L 7.87 | 62.63| 7.01 | 16.96 | 39.95| 8.61 | 26.88 | 121.81 | 8.77 | 76.54 | 9.04 | 19.45| 52.65| 10.20 | 35.30 | 140.06
vp, | -0.26 | 0.07 | -0.40 | -0.27 | -0.14 | -0.18 | 0.04 0.28 -0.27 | 0.12 | -0.40 | -0.39 | -0.21 | -0.21 | 0.10 0.39
vp | 011 | 027 | -0.22 | -0.05 | 0.14 | 0.10 | 0.22 0.40 -0.09 | 029 | -0.32 | -0.03 | 0.13 | 0.15 | 0.25 0.40

PTABB

D 4051 | 4075 | 4049 | 4039 | 4089 | 4011 | 4074 | 4111 | 4098 | 4038 | 4078 | 4084 | 4198 | 4140 | 4050 | 4104
PTABB L 8.34 | 62.09 | 7.47 | 16.71| 40.87 | 10.55 | 28.25| 88.60 | 9.21 | 78.79 | 9.45 | 21.01 | 46.60 | 9.53 | 37.79 | 142.33
Snapped| v, | -0.25 | 0.10 | -0.40 | -0.25 | -0.10 | -0.15 | 0.05 0.30 -0.25 | 0.15 | -0.40 | -0.40 | -0.20 | -0.20 | 0.15 0.40
vpp | 010 | 025 | -0.20 | -0.05 | 0.15 | 0.10 0.25 0.40 -0.10 | 0.30 | -0.30 | 0.00 | 0.15 0.15 | 0.25 0.40

D 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4080 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126 | 4126
PABB L 755 | 6049 | 591 | 15.87 | 45.64 | 9.81 | 28.41 | 102.70 | 8.77 | 64.14 | 830 | 18.22 | 56.60 | 12.59 | 37.59 | 127.56
-TABB vp, | -0.37 | -0.05 | -0.40 | -0.39 | -0.21 | -0.20 | -0.06 0.22 -0.39 | 0.01 | -0.40 | -0.40 | -0.28 | -0.17 | -0.01 0.36
vy | 003 | 035 | -0.29 | 0.03 | 022 | 0.10 | 0.29 0.40 0.02 | 040 | -0.38 | -0.02 | 0.25 | 0.16 | 0.36 0.40

D 4125 | 4076 | 4063 | 4111 | 4027 | 4066 | 4079 | 4141 | 4085 | 4092 | 4116 | 4084 | 4086 | 4116 | 4205 | 4104

PABB L 8.02 | 60.45| 6.83 | 18.28 | 47.30 | 9.76 | 24.69 | 76.76 | 10.51 | 67.29 | 8.94 | 21.01 | 56.05 | 10.62 | 29.95 | 142.33
-TABB vp, | -0.35 | 0.00 | -0.40 | -0.40 | -0.20 | -0.20 | -0.05 0.25 -0.40 | 0.05 | -0.40 | -0.40 | -0.25 | -0.20 | -0.05 0.40

Snapped| v, | -0.05 | 035 | -025 | 0.05 | 0.25 | 0.10 | 0.30 0.40 005 | 035 | -0.35| 0.00 | 0.25 | 0.20 | 0.40 0.40

the “golden” solution, i.e., the body bias pair, when applieresulting in higher, or lower body biases, and thereby caysi

to the circuit, meets the target delay, with the lowest Igakathe delay or leakage to vary from the results obtained throug
value. The rows titledPTABB compute the solution using theenumeration, as can be seen from Table V. In a few cases, the
PTABB algorithm, while the rows titled®TABB Snapped leakage returned by the PTABB and PABB-TABB snapped
return thevy,, andwy, values after the grid snapping heuristicalgorithms is less than that obtained by the enumeration
The solution is back-annotated to compute the correspgndadgorithm. However, the delay for such cases (after back-
delay and leakage, by performing SPICE simulations (usingaanotating in SPICE), is higher than the target delay.
timing-leakage analyzer). The rows titl@ABB-TABB show These are attributable to errors in the interpolated deta a
the optimal solution obtained as a sum of the PABB arldakage values computed using the expressions in Equations
TABB bias values using (13). The values are snapped usifig and (2). The error in the leakage values returned by
the grid snapping heuristic, and the results are shown in teach of the schemes as opposed to the leakage returned by
rows titled PABB-TABB Snapped The delay and the leakageenumeration is calculated, and the values are averaged for
for this case is also computed using SPICE simulationsy aftee ten benchmarks, over all process and temperature sorner
back-annotating the solution obtained using the PABB-TABB/hile PTABB shows an average of 7% mismatch in leakage
algorithm. numbers for both 65nm and 45nm technology, PABB-TABB
PTABB and the PABB-TABB algorithms, after Snappmg’rrq?turned by PTABB and PABB-TABB algorithm are such that

to match with the golden results obtained by enumeratiofy.”™ : :
However, in some cases, the values do not match exac“&'f"'rdelay and leakage values are only slightly higher areio
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than the globally optimal solution returned by the enumenat required for the algorithm to obtain the optimal solutioor, &
algorithm, and hence these solutions may be consideredgagen WID-variational region. While the worst case run4im
locally optimal. As an example, if enumeration returns af the enumeration scheme is of ord@(kn?), the average
value @, vsp), then PTABB/PABB-TABB algorithms after run-time from our simulations, computed across all bench-
snapping might return a valuey(, + 0.05V, v, — 0.05V), marks, over the eight different process-temperature e¢syne
whose delay and leakage values are almost identical with tie reported in the table. Each of these eight cases requires
of the enumeration solution. body-bias compensation of a different nature, and henege, th
In order to evaluate the accuracy of the two algorithms,n-time of the enumeration algorithm varies in each case.
the (vsn,vs,) values obtained using these algorithms aftéfhe run-time for PABB-TABB Snapped includes the three
snapping are back-annotated to measure the delay and rtreasurements per compensatory temperature, requirelefor t
leakage values of the respective benchmarks using ourdimimrid-snapping heuristic, and is hence given by + 3k.
leakage analyzer (built using a SPICE based library). Trer erHowever, for the PTABB Snapped case, the delay-leakage
in the delay values between this grid-snapped solution antbdel in Equations (1) and (2) can itself be used for computin
the globally optimal solution computed using the enumerati the snapped values, and hence the run-time is simply.
algorithm is calculated for the benchmarks at all simulaticAlthough the error in the delay and leakage values computed
points. The results are shown in Table VI for both 65nmsing the solutions returned by the PABB-TABB algorithm
and 45nm technologies. We have used the error in delaysadier snapping, is higher than that for the PTABB algorithm,
a metric to determine the accuracy of the algorithms, sinie run-time is the smallest among the three methods, tlereb
an inaccurate estimate of the body bias values reflects aspaoviding a reasonable accuracy/run-time trade-off. ramtif
inaccurate measure of the delay of the circuit. the number of temperature points chosen to compensate for
thermal variations is higher than three (in our case), and if
the overhead in testing at each temperature is considered in
the run-time analysis, the trade-off may be more econotyical

TABLE VI
ERROR INDELAY VALUES RETURNED BY PTABB SNAPPING AND
PABB-TABB SNAPPINGALGORITHMS

o _ viable.
No. of points in each bin
65nm 45nm

% Error | PTABB | PABB-TABB | PTABS | PABB-TABB TABLE VI

>-2 0 0 0 0 RUN TIME FORABB ALGORITHMS (m =3,n = 17,k = 3)
'isl? ; 2 152 2 Algorithm 65nm | 45nm
'l- O ) 3 - 13 10 Enumeration 453 468
e -5 k2 - o - PTABB Snapped 27 27
- E 0 - = - > PABB-TABB Snapped| 18 18
(0,0. 15 9 9 7
(0.5, 18 18 9 7
(1,1. 8 13 3 8
(15, 2 q 5 9

>2 0 0 7 9

The results from Table VI show that the most of the While the effects of process and temperature variations in
solutions fall within 2% of the desired target delgy, thereby the sub-90nm technologies continue to significantly thuzet
showing that the values computed by the two algorithms, whegield of the fabrication process, post-silicon tuning noeth
back-annotated, return “almost” optimal solutions. It ds have evolved to tighten the distribution of the delay and the
observed that the results indicate a better match for 65neakage of these chips. Adaptive Body Bias (ABB) provides
technology as opposed to 45nm technology, since the impacgoviable tuning mechanism to ensure optimal performance
process variations increases with technology scalingthEur or leakage savings as desired. While the implementation of
the absolute error in the delay and leakage values computed ABB control system can either be achieved using a
through SPICE back-annotated simulations as against tréical path replica or with look-up table based methods,
enumeration results is calculated. The results indicage ththe look-up table method calls for optimization to reduce th
the bias values through PTABB Snapping lead to an averagmount of time spent on the tester. Two different algorithms
0.68% variation in delay and 6.51% variation in leakage faramely the PTABB algorithm and the PABB-TABB algorithm
65nm technology, and 0.92% and 8.89% variations in delaye proposed to provide reasonable accuracy/run-time trad
and leakage, respectively, for 45nm technology. Similarlpffs as against a simple enumeration scheme to solve the
PABB-TABB Snapping leads to an average 0.89% error problem of optimal body-bias voltage selection. The result
delay values and 12.45% error in leakage values for 65mhtained through thorough simulations over a wide range of
technology, and 0.93% and 11.20% errors in delay and leakafgga demonstrate the ability of ABB to meet the performance
values, respectively, for 45nm technology. constraints, and also show the accuracy of our schemes over

A comparison of the run-times for each of the algorithm&5nm and 45nm PTM technologies. Accuracy and tester time
computed over all benchmarks, is provided in Table VII. Thigade-offs for the algorithms developed by us are discyssed
run-time is computed as the number of tester measuremestsl an implementation overview is also provided.
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Vbn poe Vpnp T Vbngp

(16)

Vbppr =  Vbpp T Vbpy

We first prove the above theorem by showing that the body hitsnbeets
the delay for the PTABB case can be expressed as the sum obdyebinses
that meet the delays for the PABB and the TABB cases, respécti

Proof: Neglecting the effect of second order terms in Equationi(&),
using a first order Taylor series approximation, we can rigevine expression
as,

D(’Ubn-,vbp) = D0(1+avbn)(1+bvbp) (17)
For the PTABB case, we can write,
D* = Dpr (14 avyp pp ) (1 + bpp ) (18)

where Dpr is the delay without any body bias, ardd* is the target delay
(same asD(Pg, 1)), while Wpn 0 > Vop o) iS the final solution. Similarly,
the delays for the PABB and the TABB cases can be represested a

D" = D(P1, To)(1 + avpn ) (1 + bunp,)
D* = D(Po,T1)(1 + avyp,. )(1 + bvgp,,) (19)

Note that simulation results have shown that the coeffisiaftdelay for the
PABB, TABB, and PTABB cases are almost similar and hence veeths
same constants andb. Re-arranging the terms in (18) and (19), we have

)
)
)

D(P1,T1) — D(Pg,Ty) * ! !
1,11 0,10 1T avsnpy 11 boopry

. 1 1
D(P1,To) = D(Po, To) 14+ avp,, 1+ buy
np pp

D(Po,T1) — D(Po,To)

. 1 1
1+ avppy 1+ bugy,



Using binomial expansion for the fractional expressiomns| @eglecting higher
order terms, the above equations can be simplified as:

D(P1,T1) — D(Po,To) = D" ((17avanT) (17bvbPPT)71)
D(P1,1p) — D(Po,To) = D" ((1—avps,) (1 —bvyy,) —1)
D(Pg.T1) — D(Po,To) = D" ((1 —avpn,.) (1 —bvgp,) —1)

Substituting the above terms in (12), we have

D*(avb“PT + bvb}’l"T - abvanTvprT)
D" (avpp g + bvyp, — abVpp Vpp, )  +
D™ (avpp p + bvpp,, — abVypp Vb, ) (20)
Neglecting the quadratic terms involving the productvgf, and vy, since
vpn, @nd vy, are both< 1, we have:
WVyn pp F000p . R a(Vpng + Vpn,) F
b(Vbps + Vbpp) (21)
Hence Equation (16) is proved. u
We now prove that the body bias voltage pair that minimizes|¢akage
of the circuit, under the delay constraint also satisfiesatieve equation. The
proof is as follows:

Proof: As stated in the previous part of the proof, the delay of theud
as a function ofv,,, anduvy, can be written as:

D(Ubnuvbp) = Dg(l -+ avbn)(l -+ bvbp) (22)

Neglecting the second order effects of the quadratic tertairdd by the
product ofvy,, anduvy,, we can write the above equation as:

D = Do(1 + avpy, + buyp) (23)
Thus, we can express,,, in terms ofvy,, as:

D — Do(1 + avpn )
bDg

Similarly, neglecting the second order effects in Equati@) i.e., using a
Taylor series expansion, the leakage of the circuit can hewras:

’pr = (24)

1
L. vep) = = Loe Hevon)(I+dvey )

InL InLo — 1+ (1 + cvpp ) (1 + dvyp) (25)

Expressinguy,, in terms ofwy,, using (24), we have

D — Do(1 .
InL = InLo — 1+ (1 + copn) <1+d($>> (26)
0

Since the final solution minimizes the leakage, we can sobrevf, by
differentiating the above equation with respecwtg and setting the RHS to
zero. Thus, we have

D — Do(1 + avpy
1 1+4d| ——F—— =0 27
. “”’7")( * ( bDo >> @0
Simplifying, we get:
2acdDovy, = Do(be — ad) + cd(D — Do) (28)

SubstitutingD = D(Po,1p) = D*, Do = Dpr, andvy, = vyp,, N
the above equation, we have:

2acdDpTvpy pyp = Dpr(be — ad) — cd(ADpr) (29)
Similarly, for the PABB and the TABB cases, we can write

2acdDpuvy,, = Dp(bc— ad)—cd(ADp) (30)
2acdDrvpn, = Dr(be — ad) — cd(ADrT) (31)
Adding the above two equations, we have
2acd(Dpvbyp + DTpng ) = (Dp + Dr)(be — ad) — cd(ADp + ADr)
Subtracting (32) from (29), and using Equation (12), we have 42
2acd (DpTvanT — Dpvyn, — DTUbnT) = (Dpr—Dp—Dr)(bc—ad)

SincerT =D*+ADpp,Dp = D*+ADp, andDT = D*+ADp,
usingADpr = ADp + ADp from Equation (12), we can write

2acd (DpTvanT — Dpupnp — DTUlmT) = —D"(bc — ad)
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Simulation results have shown that using, ., = vun,, + Vsn, in the
LHS of the above equation closely matches the value of the, RbtSarious
process and temperature corners. Hence, we concludevihat, can be
determined using Equation (13). Similarly, it can be shoWwat vy, ,, =
Vbpp T Vppp- Thus, the optimal bias pair that meets the delay requiremen
and minimizes the circuit leakage can be computed using tifquél3). =



